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Editorial

Editorial for the Special Issue “Atmospheric Dispersion and
Chemistry Models: Advances and Applications”
Daniel Viúdez-Moreiras

Instituto Nacional de Técnica Aeroespacial, Torrejón de Ardoz, 28850 Madrid, Spain; viudezmd@inta.es

Atmospheric dispersion and chemical transport models (CTMs) are a key tool in both
atmospheric chemistry and environmental sciences. From urban air pollution modeling
to ozone depletion, these models give us a picture, at different scales, of the distribution
of species concentrations and pollutant deposition rates, among other relevant quantities.
These models help us to interpret observational data which, in some cases, are sparse
and incomplete.

Many dispersion models and CTMs have been developed to date, with both Eulerian
and Lagrangian approaches, each of which is mostly focused on a particular spatial scale
and application. A large portion of them do not generate their own meteorological field,
which is previously computed by an external meteorological model, i.e., a complete mete-
orological prediction is not required to be run for each dispersion simulation. Therefore,
these models can significantly minimize the computational times associated with an online
approach, allowing for studies that would require enormous times in other types of models,
and in applications where feedback from the species distribution to the meteorological field
is not necessary.

Their usefulness is not limited to only scientific research, but also to supporting
environmental decision making. Therefore, the characterization of model uncertainties and
model validation play a central role in the development of model applications.

This Special Issue (SI) of the open access journal Atmosphere aims to cover papers
related to all aspects involved in the development of atmospheric dispersion models and
CTMs, such as the implementation of new physical and chemical schemes, coupling with
meteorological models, application studies related to atmospheric transport and chemistry,
urban air quality assessments, and model evaluations. This volume comprises 11 high-
quality papers that were accepted for publication from the submissions received for this SI.
These papers are summarized as follows, in order of their publication.

The first paper published in this SI, by Mazzeo et al. [1], used an air quality model,
coupled online with a meteorological model, to simulate the impact of emission reductions
on PM2.5 in the West Midlands region of the United Kingdom. They showed several results
concerning the effectiveness of mitigation policies in reducing anthropogenic emissions
under different simulated scenarios. The second paper, by Chen et al. [2], used two
dispersion models to analyze the potential detection of methane emissions by a continuous
monitoring sensor network in an oil and gas production region in Texas and to assist in the
design of the network. They also analyzed the sensitivity of this network under different
scenarios, including meteorological conditions, emission fluxes, and intermittency. In the
third paper, Kubas et al. [3] studied the impact of an accidental emission of dangerous
substances in the Slovak Republic, in the context of population and environment protection
in crisis management and emergency planning. Their results could be useful for authorities
and rescue system units. Liu et al. [4] analyzed the relationship between sandstorm
periods and the transport and dispersion of particulate emissions from coal bases in
northwest China, assisted by a backward trajectory analysis performed with an atmospheric
dispersion model. Their results could be useful for preventing possible risks to human
health. Cogliati et al. [5] studied the distribution of bioaerosols in the vicinity of a cattle
feedlot in Argentina. Bioaerosol emissions from intensive livestock breeding, which include
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bacteria, viruses, and other parasites, can cause severe human diseases. They used an
atmospheric dispersion model to support their study, predicting the distribution and
concentration of bioaerosols as a function of wind patterns. Tølløse et al. [6] focused on the
estimation of the source term in atmospheric dispersion models in the case of emissions of
hazardous radioactive matter to the atmosphere due to a nuclear accident, when there is
no reliable estimation of the source term. The Bayesian inversion method for probabilistic
estimation of the source term they developed is intended for operational use in the early
stages of such events. Kiselev et al. [7] focused their study on assessing uncertainties in
the modeling of wet raindrop deposition. They presented the results of a multi-model
ensemble construction to determine the below-cloud scavenging coefficient in atmospheric
dispersion and chemistry models, which could be used to improve the current approaches
associated with modeling the distribution of pollutants in the atmosphere in the case of
an emergency. Parra [8] evaluated several land surface schemes in an online-coupled
atmospheric chemical model applied to the complex Andean region of Ecuador, where
atmospheric modeling is challenging. His findings provide insights into the influence of
land surface schemes on meteorology and air quality modeling. Bukosa et al. [9] used a
global CTM to perform chemical simulations of carbon dioxide, carbon monoxide, and
methane. They improved the model setup from the standard procedure implemented in the
CTM to compute some chemical terms more consistently, discussing the differences between
the two approaches. Talafha et al. [10] applied an atmospheric dispersion model to evaluate
the behavior of radionuclides released to the atmosphere during a hypothetical accident at a
nuclear research reactor located in Jordan. This study could provide insights for emergency
preparedness and response planning to mitigate the radiological consequences of a nuclear
accident at such a reactor. Finally, Lipták et al. [11] presented an atmospheric dispersion
model based on a Lagrangian approach integrated into a nuclear decision support system.
Their development focused on strict time constraints, as these would exist when running
the necessary simulations right after an event. Their results suggest that the computation
of atmospheric dispersion and radiological impacts can be performed using a powerful
computer on a timescale equal to that of the actual event.

In summary, the 11 papers included in this Special Issue, “Atmospheric Dispersion
and Chemistry Models: Advances and Applications”, published between 2022 and 2023,
cover several developments and applications related to atmospheric dispersion and chem-
istry models. These studies highlight the potential benefits of using such models for many
scientific and technical applications in atmospheric chemistry and environmental sciences,
involving, for example, the characterization of aerosols and chemical species in the atmo-
sphere, and risk analyses and decision making for potential pollutant releases, nuclear
accidents, and climate change.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: Ambient air pollution from PM2.5 is a major risk to human and environmental health,
with significant impacts on mortality and morbidity. Mitigation policies—which may be regional or
national in extent—need to consider both primary and secondary particles to be effective, balancing
within-region emissions and longer-range transport phenomena. The modelling system WRF-CMAQ
was used to simulate the impact of emissions reductions in the West Midlands region of the UK,
evaluating the change in total PM2.5 and in its primary and secondary components. Domestic
combustion, road transport and agriculture emissions were reduced individually or in combination,
at a national or at local level. Combined reduction of road transport and agriculture emissions
showed the strongest reduction (29%) in average PM2.5 if applied at national level. At the local level,
reductions from domestic combustion were shown to be the most effective policy (13.4% on average).
Secondary inorganic fractions of PM2.5 are the most abundant, with 25% NO3

− 21% SO4
2− and 13%

NH4
+ on average. Scenario analysis shows that the contribution of secondary components to the

fractional change of PM2.5 dominates for national policies (up to 0.86 for NO3
−) when road transport

and agriculture activities are reduced, while at the regional level the elemental and organic carbon
fractional changes are dominant (up to 0.64 for organic carbon).

Keywords: air pollution; air quality modelling; CMAQ; WRF; particulate matter; PM2.5; West Midlands

1. Introduction

Several steps have been taken in the last decade to improve air quality in the United
Kingdom. Mitigation policies at a national level, alongside technological and societal
changes, have led to significant reductions in PM2.5 concentrations, by 23 and 26% at urban
and roadside locations, respectively [1]. Despite this, the recent changes made by the World
Health Organisation (WHO) to guideline levels for the protection of human health, lowered
to 5 µg/m3 for annual mean PM2.5 concentrations, call for further efforts aimed at reducing
anthropogenic emissions, especially where these impact urban areas [2].

The West Midlands (WM) is the second-most populous region of the UK after Greater
London, with more than 2.9 million inhabitants. It includes the UK’s second-largest city,
Birmingham, with 1.1 million inhabitants. UK government projections predict the WM
to have one of the highest population growth rates (+7.5%) in the period 2015–2025 [3].
This rapid population growth and urbanisation will potentially increase total population
exposure to air pollution in the region.

Within the UK, the National Atmospheric Emissions Inventory (NAEI, [4]) indicates
that 38% of primary PM2.5 emissions in the UK are generated by domestic combustion,
including biomass, wood and coal burning in closed stoves and open fires [5]. Road
transport also makes a significant contribution to primary PM2.5 (12%), despite an 85%
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decrease in exhaust emissions since 1996 due to stricter emission standards [6]. Another
pollutant contributing to secondary formation of PM2.5 is ammonia (NH3). During the short
time this gas persists in the atmosphere (e.g., a few hours) it reacts with other gases such as
nitrogen oxides and sulphur dioxide to form secondary PM species such as ammonium
nitrate and ammonium sulphate, which remain suspended for a few days in the atmosphere
and are often transported over large distances [7]. In total, 88% of UK ammonia is emitted
by agricultural activities, with minor contributions from waste (2.5%) and transport (1.7%).

Additionally, approximately 30% of the total PM2.5 mass concentration in the UK
comprises secondary inorganic aerosols (SIA); this percentage reaches 44% of the total
concentration in the city of Birmingham [8]. Studies in the WM have shown that NO3

−,
SO4

2− and NH4
+ secondary inorganic fractions were the main constituents of PM2.5 in WM

urban areas, followed by carbonaceous fractions of organic and elemental carbon (OC and
EC) [9]. To maximise the effects of national and local environmental policies, it is important
to analyse the influence that potential emissions reductions have not only on total PM2.5
but also on its individual components. Health impacts are likely to be affected by PM mass
concentration (PM2.5), composition, particle size and morphology—including ultrafine
particle number concentrations—however, our focus here is PM2.5 mass concentration and
bulk composition.

Chemistry-transport models (CTMs) have frequently been used to simulate aerosol
formation, composition, dispersion, and transport. Within the UK/European context, some
recent studies have focused on the effect of long-range transport of aerosols from north-
west Europe to the UK [10,11] while others focused on the sensitivity of final concentrations
to primary PM2.5 emission reductions for present and future periods [12]. The impact of
policy options and in particular of anthropogenic emission reduction has been investigated
using different types of models and CTMs (e.g., among the most recent [13–15]). Finally,
while some works have focused on high-resolution numerical simulations over the city
of London [16,17], none have previously addressed the impact of national vs. regional
primary PM2.5 emission reductions on total and individual secondary inorganic fractions
in the West Midlands.

In this work we use the modelling system WRF-CMAQ to simulate average concen-
trations of PM2.5 and the main fractions of NO3

−, SO4
2−, NH4

+, EC and OC for January
and July 2016, representing winter and summer conditions. We simulate PM2.5 changes
for scenarios with reduced anthropogenic emissions from road transport, agriculture,
and domestic combustion activities, applying a reduction to (i) the emissions from these
sectors across the whole UK, and (ii) emissions limited to the WM area. Finally, we eval-
uate the changes in monthly average concentrations of PM2.5 and its main individual
chemical components.

The paper is organised as follows: Section 2 describes the main characteristics of
the modelling system and the configuration used for the simulations. Section 3 shows
the results of evaluation of the modelling system in comparison with observations, using
different metrics, the results of scenarios with reduced anthropogenic emissions and the
fractional concentration change of PM2.5 components. Finally, Section 4 summarises the
conclusions and proposed future developments.

2. Materials and Methods
2.1. Modelling System

Meteorology and chemistry transport processes over the West Midlands have been
simulated using the Weather Research and Forecasting (WRF) model, version 3.9.1 [18]
and the Community Multi-Scale Air Quality Model (CMAQ), version 5.2.1 [19]. WRF is a
next-generation mesoscale numerical model developed to perform operational forecasts
and atmospheric research through weather simulations. WRF incorporates multiple options
for different physical parametrisations for the simulation of tropospheric weather fields.
CMAQ is an open-source numerical model developed by the USEPA for the simulation of
chemistry and transport processes in the low troposphere involving a large range of air

5



Atmosphere 2022, 13, 377

pollutants. CMAQ is widely used for research and regulatory purposes by academics and
policy makers for the simulation of air pollution levels, creations of forecasts, and scenarios
with reduced emissions for policy making.

Both models have been configured to run simulations on 4 nested domains at increas-
ing spatial resolutions. A coarse domain at 27 × 27 km covers most of western continental
Europe, two intermediate domains at 9 × 9 km and 3 × 3 km are centred on the UK and
Southern England, while the finest domain at 1 × 1 km is centred on the West Midlands
area. (Figure 1). The WRF-CMAQ grid includes 30 vertical levels with the first at 20 m from
the ground and 9 in total below 1 km height.
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representative of winter and summer conditions of 2016, namely January and July, apply-
ing a spin-up period of 5 days before the formal start of the simulations of both models. 

Figure 1. Geographic domains used for CMAQ simulations. The first domain (D01) has spatial
resolution of 27 × 27 km; the first nested domain (D02) centred on the UK has 9 × 9 km resolution.
The second and third nested domains centred on the WM area have 3 × 3 km (D03) and 1 × 1 km
(D04) spatial resolution, respectively.

The adopted WRF configuration follows the parameters recommended by the “CMAQ
Development for UK National Modelling Report” (CMAQ4UK) [20,21]. Initial and bound-
ary conditions are derived from the European Centre for Medium-Range Weather Forecast
(ECMWF) ERA 5 reanalysis [22]. These IC/BC are created using forecasts at 31 km resolu-
tion (one-fourth the spatial resolution of the operational model). They integrate 137 hybrid
sigma-pressure levels in the vertical, up to 0.01 hPa. The choice of the ECMWF IC/BC is
motivated by the evidence shown in previous works focused on the optimisation of the
WRF configuration for the UK, relating to the influence that initial and boundary conditions
used in WRF have on both meteorological patterns and on conditions of regional air qual-
ity [23]. Grid nudging has been applied every 6 h to constrain WRF outputs to observations,
with nudging coefficients defined for U and V wind components, temperature (T) and
water-vapour-mixing ratio (Q). The process permits to constrain the values of selected
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variables (e.g., U, V, T and Q) calculated by WRF to the original re-analysis value from the
data used by WRF (e.g., ECMWF) with a certain frequency of time (e.g., 6 h).

The CMAQ configuration uses initial and boundary conditions for the outermost
domain created using seasonal average hemispheric CMAQ outputs for the year 2016, dis-
tributed through the CMAS data warehouse. These data were generated using CMAQv5.3
with spatial resolution of 108 × 108 km on a polar stereographic grid covering the northern
hemisphere. Species concentrations have been mapped to the CB05 mechanism using the
‘combine’ program from the CMAQ post-processing toolkit before being used to create the
initial and boundary conditions for the domain at 27 km resolution. The internal domains at
9 km, 3 km, and 1 km resolution draw initial and boundary conditions from the respective
parent domain. These IC/BC have been created using the ICON and BCON modules
internal to CMAQ. The Carbon Bond 05 (CB05) chemical mechanism has been adopted for
all simulations. It was developed in 2005 and is a condensed mechanism of atmospheric
oxidant chemistry for 51 species and 156 reactions, suitable for modelling ozone, particulate
matter, visibility, acid deposition and air toxics issues [24]. A summary of the main settings
of the WRF-CMAQ configuration is given in Table 1.

The UK NAEI [4] has been merged with the regional emission inventory CAMSv3.1 [25]
to provide a comprehensive description of anthropogenic emissions for the UK and north-
west Europe. Both emission inventories provide annual totals of anthropogenic sources for
the year 2016 and have been disaggregated spatially and temporally over the simulation
domains using appropriate pre-processing tools: EMIT [26] for NAEI and HERMES [27]
for CAMSv3.1, then merged by pollutant on each grid. EMIT and HERMES were used to
disaggregate the emission rates from the original emission inventories (in annual totals) on
spatial grids at different resolution (from 27 × 27 km to 1 × 1 km). Moreover, the tools also
provide temporal and vertical profiles of the emissions from annual totals to hourly fluxes
according to emission coefficients diversified by pollutant and by sector. These profiles
for the disaggregation of both emission inventories have been taken from EMEP model
inputs [28]. Finally, biogenic emissions used in this work come from MEGAN software,
version 3.1 [29]. The leaf area index data for 2016 has been taken from the European
Union’s Earth observation programme Copernicus [30] and implemented in MEGAN for
the calculation of biogenic emissions.

Table 1. WRF and CMAQ configuration used for simulations and scenarios.

WRF Configuration CMAQ Configuration

WRF version 3.9.1 CMAQ version 5.2.1

IC/BC ECMWF ERA5 Sp. Projection Lambert Conformal Conic

Land use USGS IC/BC CMAQ Hemispheric Outputs

Urban Physics BEP Chemical Scheme CB05e51_ae6_aq

Boundary Layer BouLac Anth. Emissions CAMS3.1/NAEI

Surface Layer Monin Temp. Profiles Simpson et al., 2012 [28]

Land surface NOAH Natural Emis. MEGAN3.1

Vertical Levels 30 Vertical Levels 30

2.2. Simulation Period and Observation Sites

The simulations using WRF and CMAQ were conducted for two monthly periods
representative of winter and summer conditions of 2016, namely January and July, applying
a spin-up period of 5 days before the formal start of the simulations of both models.

The simulation months were chosen as those showing the highest mean temperature
during summer and lowest during winter (around 17 and 5 ◦C, respectively for the domain
in Figure 2) in comparison to the average annual value of 10 ◦C. Moreover, during these two
months no extreme weather events (e.g., rainstorms, heat waves) impacting the common
weather condition were recorded. The simulation year of 2016 was defined to make use of
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the most up-to-date nationally ratified anthropogenic emissions for the UK available at the
time of model development.
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Figure 2. Map showing the modelled area relative to the West Midlands Combined Authority
boundaries (in light green). Area used as mask for the reduction of the emissions in WM case
scenarios. Yellow spots show the location of weather observation points from the UK Met Office,
while red crosses show the position of PM2.5 observation points from AURN-DEFRA network.

Ten meteorological measurement stations in the WM have been used for the validation
of WRF (Figure 2). Surface temperature, wind speed and direction data used for the
validation come from the Met Office UK database for 2016 [31], while relative humidity was
calculated using the coefficients proposed by Alduchov and Eskridge [32] based on hourly
observed values of surface and dew point temperatures. U and V vector components of
wind speed were calculated by combining observed values of wind speed and direction.
A total of 11 stations were used for the validation of PM2.5 in CMAQ. All stations are
representative of urban background: 7 from the West Midlands local authority network
and 4 from the AURN-DEFRA national network (Figure 2).
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2.3. Scenario Design

According to the UK Clean Air Strategy 2019 [5], 38% of primary PM2.5 emissions
are generated by domestic wood and coal burning, followed by industrial combustion
(16%) and road transport (12%), among others. Besides this, secondary PM is formed in the
atmosphere through chemical reactions between gaseous pollutants such as NOX, SO2 and
NH3 generated by road transport, industrial and agricultural activities, and following the
chemical processing and condensation of organic components.

Three scenarios have been created considering the following emissions changes: 85%
reduction of all emissions from the SNAP2 sector (A), corresponding approximately to
removal of domestic combustion activities related to coal, coke and wood burning; 30%
reduction of ammonia emissions (only) from the SNAP10 (agriculture) sector (B); and
30% reduction of (all) road transport emissions (SNAP7, C). A fourth scenario combining
the reductions in SNAP7 and SNAP10 (D) was created to consider the combined effect
of possible mitigation policies (Table 2). Scenarios A and C were designed by reducing
primary emissions of all pollutants included in the respective sectors, while in scenario B,
emissions from NH3 alone were reduced.

Table 2. Percentage of reduction of sector emissions calculated for each scenario simulated in CMAQ.

Label Sector Description Reduction

A SNAP2 Domestic Combustion 85%

B SNAP7 Road Transport 30%

C SNAP10 NH3 agriculture 30%

D SNAP7+10 Road transport + NH3 agriculture 30 + 30%

Scenario A was designed to explore a near-total removal of solid fuels from domestic
combustion activities. Wood, coal and coke burning represent the highest source of emis-
sions connected to domestic combustion in the NAEI and can impact both primary and
secondary formation of PM2.5. According to the NAEI, wood burning generates approxi-
mately 85% of primary emissions of PM2.5 from the whole sector, hence this magnitude of
emissions reduction was selected. Coal and coke burning are responsible for 22 and 56% of
SO2 and 3 and 2% of NOX emissions (respectively) from SNAP2 [4] and so represent prob-
able further contributors to PM secondary formation in the atmosphere. Approximately
30% of wood fuel used in UK is sourced from the informal “grey” wood market, and 90%
of domestic wood users use logs either solely or in conjunction with other fuels (pellets,
briquettes, waste wood, gathered wood, and wood chips) [33]. Due to these complications,
the reduction of emissions of individual pollutants by fuel type (e.g., wood vs. coal) is
difficult to estimate and therefore reduction in all primary emissions from the SNAP2 sector
was chosen.

Scenario B for road transport emissions represents reduction of all emissions across the
vehicle fleet, including emissions from exhaust, brakes and tyres, and different fuel types.
In this respect, it does not reflect the expected transition to electric vehicles, for which most
non-exhaust particulate emissions would remain. The reduction of 30% was selected to
align with the anticipated impact of the UK Clean Air strategy to meet National Emission
Ceiling Regulation limits in 2030 for the road-transport sector [34]. Similar to scenario A,
the reduction in primary emissions (30%) was applied to each pollutant present in the
sector. Finally, scenario C was designed to reflect changes in agricultural practices reducing
emissions of NH3 only, while keeping all other sector pollutant emissions unchanged.
Ammonia emissions from this sector arise from plant production, fertilisation, and livestock
manure and the reduction is an important component of the UK Net Zero Strategy [35].
Similarly to scenario B, the reduction of 30% ammonia emissions in scenario C was set
considering the ammonia emission reduction ceiling planned for the year 2030 and included
in the Clean Air Strategy [5].
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The four scenarios have been applied to represent policy applications on either a
local/regional or a national basis. The emissions have been manipulated in two different
ways: (1) a comprehensive reduction of UK emissions in all domains (hereafter called
UK case), simulating national policy effects. Emissions from CAMSv3.1 inventory for
northwest Europe included in the 27 and 9 km domains were unchanged (no reduction).
(2) A reduction of emissions only within the masked area of the West Midlands, (hereafter
called WM case), simulating the effects of potential regional (only) policies (Figure 2).

Percentage reductions of total NH3, NOX, SO2 and primary PM2.5 emissions are shown
for scenarios A and B, while for scenarios C and D we show only the reduction in NH3
(Figure 3). The domestic combustion emission reduction (A) has the strongest effects on
SO2 and PM2.5 emissions both in winter and summer, with average emission reductions of
62 and 21% for the UK case and 27 and 16% for the WM case, respectively. The reduction in
road transport emissions (B) affects both NOX and primary PM2.5, with average emission
reductions of 23 and 18% for the UK case and 10 and 8% for the WM case, respectively.
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Figure 3. Percentage reduction of the total monthly emissions (January, July and average), across all
sectors combined, for scenarios A (SNAP2, (top)) and B (SNAP7, (middle)), for NH3, NOX, SO2 and
primary PM2.5. The percentage reduction of NH3 from scenarios C (SNAP10) and D (SNAP7+10) is
shown on the (bottom) panel for January, July, and their average. The reductions are shown for the
UK-wide reductions (UK) and for local reduction (WM) options.
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Finally, the proportional reductions of NH3 emissions in scenarios C and D for different
domains are substantially different: 24 and 29% for the UK case and 1 and 3% for the WM
case, respectively. This difference in emission reduction is connected to the limited extent of
agricultural activity inside the WM borders. The majority of these (agricultural) emissions
are, in fact, included in the 1× 1 km domain but outside the WM masked area and therefore
altered only in the UK scenarios.

The effect of the emissions reductions from the four scenarios on PM2.5 concentrations
have been analysed in term of the most abundant components: NO3

−, SO4
2−, NH4

+, EC
and OC for both UK and WM cases using the fractional change in concentrations (FC)
(Equation (1)):

FC =
1
N

N

∑
i=1

Bi − Ci
Bi

(1)

where N is the total number of ground level computational cells within the domain, Bi is
the base case predicted value of the pollutant concentration in cell i and Ci is the predicted
value of the pollutant concentration in cell i for the relevant scenario.

3. Results
3.1. Modelling System Validation

The validation of the combined WRF-CMAQ modelling system has been carried out
for the domains at 9, 3 and 1 km resolution. In this work we present the results of the
validation of the finest resolution domain at 1 × 1 km for both models, limited to surface
data due to the absence of sites providing vertical sounding inside the domain area.

Mean normalised bias (MNB), root mean square difference (RMSD), index of agree-
ment (IOA) and Pearson’s coefficient (R) have been used to quantify the performance of
the models against observations (Table 3).

Table 3. Statistical operations used for the validation of the modelling system WRF-CMAQ for the
simulation periods. Mi is the modelled value at the time i, Oi is the observed value at the time i.

Operation Formula

Mean Normalised Bias (MNB) ∑n
i=1(Mi −Oi)
∑n

i=1(Oi)

Root Mean Square
Difference (RMSD)

√
∑n

i=1(Mi−Oi)
2

n

Index of Agreement (IOA) 1−
[

∑n
i=1(O−M)2

∑n
i=1(|M−O|+|O−O|)2

]

Pearson’s Coefficient (R) n(∑n
i=1 MiOi)−(∑n

i=1 Mi)(∑n
i=1 Oi)√

[n ∑n
i=1 M2

i −(∑n
i=1 Mi)

2][n ∑n
i=1 O2

i −(∑n
i=1 Oi)

2]

The performance of WRF in simulating temperature and relative humidity shows a
correlation (R) between 0.95 and 0.90 for the former and 0.57 and 0.69 for the latter. While
the surface temperature tends to be underestimated in winter (−0.13) and in summer
(−0.15) from the mean normalised bias (MNB), the opposite is found for the relative
humidity (0.06 in winter and 0.18 in summer). The index of agreement (IOA) for these two
variables is higher for the temperature (93% in winter and 90% in summer) than for relative
humidity (52% in winter and 69% in summer) (Table 4).

WRF is able to reproduce the main wind speed and direction with correlation (R)
between 0.71 and 0.72 for wind speed and between 0.72 and 0.77 for wind direction that
tends to be better reproduced in January than in July. The MNB is found to lie between 0.13
and 0.19 and between 0.003 and 0.005 for wind speed and direction, respectively. Finally,
the IOA for both variables is between 52 and 55% (wind speed) and 51 and 60% (wind
direction) suggesting that the model better reproduces the wind components during the
summer period.
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Table 4. Statistical evaluation of WRF calculated for 2016 for surface parameters of Temperature (◦C),
relative humidity (%), wind speed (ms−1) and direction (degrees) and U and V components of
wind (ms−1).

Jan-16 V U W Sp. W Dir. Temp. RH

Mean Obs 2.04 0.82 3.74 197.43 5.27 89.54

Mean
Model 1.93 1.01 4.47 197.06 4.59 94.98

MNB −0.05 0.23 0.19 0.003 −0.13 0.06

RMSD 2.33 1.88 2.14 66.7 1.50 8.78

IOA 0.70 0.80 0.55 0.60 0.93 0.52

R 0.80 0.88 0.72 0.77 0.95 0.57

Jul-16 V U W Sp. W Dir. Temp. RH

Mean Obs 0.96 1.99 2.96 240.69 16.99 76.64

Mean
Model 1.23 2.24 3.34 241.74 14.33 90.60

MNB 0.28 0.12 0.13 0.005 −0.15 0.18

RMSD 1.50 1.45 1.64 55.1 3.27 17.7

IOA 0.76 0.66 0.52 0.51 0.90 0.69

R 0.87 0.81 0.71 0.72 0.82 0.60

The statistics for wind speed and direction are confirmed in the decomposition of the
winds into U and V vector components. The correlation (R) is found between 0.80 and 0.88
in January and 0.81 and 0.87 in July. The MNB is found positive in July for both U and V
(0.12 and 0.28, respectively) while in January it is positive for U (0.23) and negative for V
(−0.05). The IOA is between 70 and 76% for V and between 66 and 88% for U between the
two periods.

The statistical evaluation of CMAQ in reproducing PM2.5 concentrations in January
and July 2016 is shown in Table 5. The model tends to underestimate the average concentra-
tion during winter (−0.38) and summer (−0.42), according to the MNB values. Despite this
higher correlation (R) and index of agreement values are found during January (0.67, 72%)
than July (0.41, 57%). The reason for this difference can be attributed to the higher photo-
chemistry acting in the atmosphere in July that could have an influence on the secondary
formation of aerosol components not well captured by the model (Table 5).

Table 5. Statistical evaluation of CMAQ calculated for January and July 2016 for PM2.5 from urban
background stations in the 1 × 1 km domain shown in Figure 1.

PM2.5 Jan-16 Jul-16

Mean Obs 7.95 6.23

Mean Model 4.93 3.60

MNB −0.38 −0.42

RMSD 2.19 1.55

IOA 0.72 0.57

R 0.67 0.41

3.2. PM2.5 Changes for Each Scenario

The effects of the emission reduction scenarios on concentrations of PM2.5 have been
tested. The percentage reductions of concentrations have been calculated for the WM area
as shown in Figure 1, excluding all the cells outside the region.
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Scenarios simulating possible national mitigation policies (UK case) show that of the
scenarios considered, the combined reduction of road transport and agriculture sectors
provide the largest decrease of PM2.5 in both simulated periods (Figure 4, top). Scenarios
representing mitigation policies applied at the local level only (WM case) show that the
scenario with strongest effect on the final PM2.5 concentrations within the region was the
SNAP2 reduction (Figure 4, bottom). Comparing the difference in PM2.5 reduction from the
UK to the WM case, we find that scenario A leads to, on average, 4.2% difference between
national and regional-only emissions changes, while scenarios B and C show a higher
difference between these two approaches of around 18%. Finally, scenario D shows the
greatest difference between the UK and WM-only cases, of around 20%.
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Figure 4. Percentage reductions of PM2.5 from all scenarios, calculated from the monthly average
inside the masked area for January, July, and their average. (Upper) panel: the percentage reductions
for all scenarios (A to D) with emissions reduced in all domains (UK case); (Lower) panel: the
reductions for all scenarios (A to D) with emissions reduced only inside the WM masked area
(WM case).

The difference in PM2.5 concentration reductions between the UK and WM cases for
scenarios B, C and D highlights that agriculture and road transport emissions outside the
WM area make a substantial contribution to the final concentrations of PM2.5 within the
region. For scenario B, this is linked to the main road arteries connecting the West Midlands
with the north, east (the M6) and south part of the country (the M40 and M5) extending
outside the WM mask and not considered in the WM reduction cases. For scenario C,
ammonia emissions are located almost completely outside the WM borders, due to the
largely urban character of the WM region. The impact of ammonia reduction on PM2.5
was already highlighted by Vieno et al., 2016 [12] as one of the most influential sources
in agricultural and natural areas. Hence the reduction of agricultural ammonia alone,
or in combination with road transport reductions, would be more effective as a national
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policy (UK case). In contrast, the domestic combustion scenario (A), despite being a source
with high seasonal variability, shows the largest reduction in PM2.5 in response to WM
region-only mitigation policies (13.4% on average, with substantially larger benefits in
winter, when PM2.5 concentrations are greatest), of the scenarios considered. The reduction
in PM2.5 achieved for region-only domestic combustion emission reductions is similar
to that found for equivalent national policies (17.6%) suggesting that the main influence
comes from sources located inside the WM region, which can effectively be addressed by
local and regional mitigation policies.

The effects of reductions in primary NOX, SO2 and NH3 emissions on concentrations of
PM2.5 in the UK context have previously been highlighted by the Air Quality Expert Group
(AQEG, [36]). The greatest impact upon PM for reduction of a single species’ emissions
corresponded to reduction in primary ammonia, which was followed by the reduction in
SO2 and substantially higher than the reduction in NOX only. Results obtained by AQEG
showed also that lowest concentrations of PM2.5 comes from the combined reduction of
primary PM2.5 and NH3. This result is in line with the UK scenario with agriculture (NH3
only from B) and road transport activities (all primary emissions including PM2.5 from C)
simultaneously reduced by 30%.

3.3. Scenario Effects on PM2.5 Components

Model outputs for the reduced emissions scenarios have been analysed to assess the
change in individual components of PM2.5, calculated from the base case simulations inside
the WM masked area (Figure 5). Results show the importance of NO3

−, SO4
2− and NH4

+

followed by elemental and organic carbon fractions (EC and OC) contributing to PM2.5
mass concentrations. In winter there is a predominance of NO3

− while SO4
2− has the

highest influence in summer.
The percentage of NO3

−, SO4
2− and NH4

+ in total PM2.5 was modelled as 34, 15 and
14%, respectively in January and 12, 29 and 11%, respectively, in July. Elemental and organic
carbon (EC and OC) follows with 9 and 7% in January and 6 and 10% in July, respectively
(Figure 5). These fractions are similar to the ambient measurement results obtained by
Yin et al. [9] for the observationally derived source apportionment of PM2.5 in the West
Midlands. The authors highlighted the predominance of sulphates and nitrates in PM2.5,
followed by high level of carbonaceous species, particularly in urban areas. Secondary
PM2.5 in the UK can also be influenced by meteorological conditions. The contribution of
PM2.5 transported to UK from north west Europe has been quantified as between 21 and
30% and about 15% from natural sources [36]. However, these long-range transport events
generally occur during March/April so in January and July the production of NO3

− is
considered largely local.

The results for fractional changes in the predicted individual SIA fractions for all
scenarios and for the UK and WM cases are shown in Table 6. The highest fractional
changes in PM composition in the WM case in January come from the domestic combustion
scenario (A): EC and OC show the largest fractional reductions of around 33%, highlighting
the strong impact that solid fuel combustion has on this sector in comparison to other fuel
types. The SO4

2− is reduced by around 24%, reflecting the 33% reduction in the primary
SO2 emissions. The other three scenarios show similar values of between 8 and 16% for
NO3

−, SO4
2− and NH4

+ and lower percentages (between 0.3 and 4%) for OC and EC. Shifts
in PM2.5 composition in July are dominated by the fractional concentration changes of
NO3

− in all scenarios (around 40%) followed by NH4
+ (16%) and, for scenario A, by EC

(11%). All the other components reduce by between 2 and 8%. For the UK case, larger
fractional reductions are found for NH4

+, SO4
2− and NO3

− in scenario D both in January
(between 0.50 and 0.58) and in July (between 0.17 and 0.86). High change comes also from
EC (0.52) and OC (0.64) in scenario A but limited to January. Scenarios B and C show
similar fractional concentration change for NH4

+, NO3
− and SO4

2− in January (between
0.44 and 0.54). In July the strongest reduction for D is visible for NO3

− (0.84 and 0.83),
followed by NH4

+ (0.41 and 0.43) and SO4
2− (0.16).
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Table 6. Fractional concentration change (FC) calculated for each scenario (A to D) for the WM (top)
and UK (bottom) cases. The FC values are shown for the secondary fractions NO3

−, NH4
+, SO4

2−,
EC and OC of PM2.5 for the months of January and July 2016.

WM (A) SNAP2 (B) SNAP7 (C) SNAP10 (D) SNAP7+10

Ja
n-

16

NO3
− 0.09 0.08 0.08 0.09

NH4
+ 0.15 0.13 0.13 0.13

SO4
2− 0.24 0.16 0.15 0.16

EC 0.33 0.04 0.003 0.04

OC 0.33 0.01 0.004 0.01

Ju
l-

16

NO3
− 0.40 0.42 0.40 0.42

NH4
+ 0.16 0.15 0.15 0.15

SO4
2− 0.03 0.02 0.02 0.02

EC 0.11 0.08 0.01 0.08

OC 0.06 0.02 0.01 0.02
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Table 6. Cont.

UK (A) SNAP2 (B) SNAP7 (C) SNAP10 (D) SNAP7+10

Ja
n-

16

NO3
− 0.16 0.45 0.44 0.50

NH4
+ 0.23 0.53 0.54 0.58

SO4
2− 0.34 0.47 0.49 0.50

EC 0.52 0.06 0.01 0.06

OC 0.64 0.02 0.006 0.01
Ju

l-
16

NO3
− 0.41 0.84 0.83 0.86

NH4
+ 0.15 0.41 0.43 0.44

SO4
2− 0.03 0.16 0.16 0.17

EC 0.14 0.12 0.02 0.12

OC 0.13 0.07 0.02 0.07

4. Conclusions

A WRF-CMAQ modelling system based on the NAEI has been implemented and vali-
dated for simulation of meteorology and air quality over the area of the West Midlands, UK.

Scenarios with reduced emissions from changes in road transport, agricultural activi-
ties and domestic combustion have been designed to test the impact of possible mitigation
policies at a national or local level on ambient concentrations of PM2.5.

Results show that, of the cases considered, combined mitigation policies to reduce
both road transport and agricultural emissions would have the strongest effect on the
average PM2.5 levels both in winter and in summertime if applied at a national level (UK
cases). Conversely, mitigation policies to reduce domestic solid fuel combustion inside the
WM area would result in the most effective policy if applied on a regional level only (WM
case), of the scenarios considered.

The effects of emission reduction scenarios have also been evaluated in terms of the
chemical components of PM2.5. The main fractions simulated by CMAQ show a similar
magnitude to findings obtained by experimental field campaigns in urban background
areas of the West Midlands.

The reduction of primary emissions from domestic combustion of solid fuels in sce-
nario A (wood, coal, and coke) shows the largest reduction in modelled EC and OC in the
WM case, as these fractions are mostly locally generated (primary), while the secondary
inorganic fractions of NH4

+, NO3
− and SO4

2− form over larger time and spatial scales
and therefore their reductions became more effective for emission reductions applied at
a national level. This is particularly evident for scenario C (agriculture) considering the
low primary emissions of NH3 predicted by the NAEI within the WM borders. The results
obtained in this work show that the effectiveness of possible mitigation policies reducing
anthropogenic emissions to improve air quality in the WM are dependent not only on
the targeted emissions sector but also on the spatial extent of the reduction. Combined
reduction of transport emissions and ammonia from agriculture (scenario D) can have a
greater impact on PM2.5 concentrations if applied nationally. In contrast, local/regional
reductions in emissions from domestic combustion of solid fuels (scenario A) represents an
effective mitigation measure to reduce PM2.5 concentrations locally, even if applied only
within the WM area.

Future work may enable a more detailed analysis of the photochemical effects con-
tributing to the formation of secondary inorganic and organic aerosols. The analysis will be
extended from two monthly periods to the annual level and multiple years to explore the
variation of the concentrations of PM2.5 and its main inorganic and organic components
over different time periods. Finally, CMAQ will also be used to test the impact of national
and/or local mitigation policies on additional pollutants such as ozone.
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Abstract: Simulations of the atmospheric dispersion of methane emissions were created for a region
containing 26 oil and gas production sites in the Permian Basin in Texas. Virtual methane sensors were
placed at 24 of the 26 sites, with at most 1 sensor per site. Continuous and intermittent emissions from
each of the 26 oil and gas production sites, over 4 week-long meteorological episodes, representative
of winter, spring, summer, and fall meteorology, were simulated. The trade-offs between numbers
of sensors and precision of sensors required to reliably detect methane emissions of 1 to 10 kg/h
were characterized. A total of 15 sensors, able to detect concentration enhancements of 1 ppm, were
capable of identifying emissions at all 26 sites in all 4 week-long meteorological episodes, if emissions
were continuous at a rate of 10 kg/h. More sensors or sensors with lower detection thresholds
were required if emissions were intermittent or if emission rates were lower. The sensitivity of the
required number of sensors to site densities in the region, emission dispersion calculation approaches,
meteorological conditions, intermittency of the emissions, and emission rates, were examined. The
results consistently indicated that, for the conditions in the Permian Basin, a fixed monitoring network
with approximately one continuous monitor per site is likely to be capable of consistently detecting
site-level methane emissions in the range of 5–10 kg/h.

Keywords: oil and gas; methane; atmospheric dispersion modeling; sensor network

1. Introduction

Methane emissions from oil and gas production sites are detected and quantified
in a variety of ways [1]. Some sensing approaches are short-duration measurements of
methane concentrations using equipment deployed on foot, on drones, on ground vehicles,
on aircraft, or on satellites. These short-term measurements, which employ a wide variety
of detection technologies, capture instantaneous snapshots of methane concentrations,
which can be used to estimate emission rates. Since many emission sources in upstream oil
and gas operations are intermittent, short-term measurements may not detect all emissions
from a site or may observe an intermittent emission that is then interpreted as persistent.
In addition, since most short-term measurements are deployed on a monthly, quarterly,
semi-annual, or annual basis, emissions that develop between measurements could persist
undetected until the next scheduled measurement. If these emission rates are large, total
emissions could be dominated by sources that develop between scheduled measurements.
These limitations of periodic, short-duration measurements have driven interest, including
regulatory initiatives [2,3], in continuous monitoring of emissions, using networks of
sensors. The primary advantage of a continuous monitoring network is that it may be
able to detect methane emissions much more quickly than detection methods based on
short sampling times that are periodically repeated. The disadvantage of such networks is
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the cost of deploying the large numbers of sensors which would be required to enable a
network to reliably and quickly detect unintended emissions.

This work will examine how many sensors, with what precision, would be required in
a prototypical continuous monitoring network for methane emissions. The effectiveness
of a prototypical network for detecting methane emissions in the Permian Basin oil and
gas production region in West Texas will be assessed. The Permian Basin is one of the
largest oil and gas production regions in the world, with 2019 gas production, in just the
portion of the Permian Basin in the State of Texas, of approximately 11.8 billion cubic
feet/day (~4 trillion cubic feet/year, approximately 10% of total US production) and oil
production of approximately 3 million barrels per day (approximately a quarter of total US
production) [4]. Recent assessments of methane emissions from the Permian Basin, based
on TROPOMI satellite data, have estimated the methane emission rate as 2.9 Tg per year, a
rate equivalent to approximately 3.7% of the volume of gas produced [5]. In addition to
having methane emissions and methane emission intensities (methane emitted/natural
gas produced) that are among the largest in the United States, the Permian Basin has
simple topography and persistent winds, making the basin an ideal location for continuous
monitoring using networks of fixed sensors.

The multiple operators and close proximity of sites in the Permian Basin also enhance
the advantages of a shared network of sensors. As will be demonstrated in this work,
because of the density and proximity of sites (>3 site/km2 in the region examined), most
unintended emissions could, in principle, be detected without having multiple sensors
surrounding every site. Compared to isolated sites requiring sensors located at multiple
cardinal directions (e.g., sensors north, south, east, and west of each site), sensors in the
Permian Basin could be located at nearby sites (e.g., sites to the north, south, east, and west
of a central site) to replace some of the information that would be provided by multiple
sensors for isolated sites.

To evaluate the ability of a fixed network of methane sensors to detect emissions in
the Permian Basin, a domain consisting of 26 oil and gas production sites and a flare site,
near Midland Texas, was chosen. Four meteorology episodes, each one week in duration,
were chosen as representative of seasonal variability in wind speed and direction. The
dispersion of simulated emissions from each of the 26 oil and gas production sites was
modeled for each week-long episode. The concentration enhancements due to emissions,
from each source location, that would be detected at monitoring sites located near each
source location were estimated. Analyses were performed for individual and collective
weeks of meteorology, each representative of a season. Details of the analyses are described
in the Methodology Section and in the Supplementary Materials. The overall goal of
the analysis, however, is to characterize trade-offs between numbers of sensors and the
precision of sensors required in order to reliably detect emissions, of various magnitudes,
using a fixed monitoring network in an oil and gas production region.

This analysis represents a best-case scenario for fixed methane monitoring networks.
The region chosen for modeling has site densities of >3 per square kilometer. Winds are
generally strong and persistent. Emissions, some continuous and some intermittent, are
assumed to persist for the week-long periods modeled. Dispersion models are assumed to
accurately characterize the relationship between emission rates and methane concentrations
at sensor sites. Sensors are assumed to accurately track simulated concentrations, and
data analytics are assumed to be available such that concentration enhancements above
the sensor’s precision would reliably be attributed to an emission source. The response of
the number of sensors required in the network to the conditions used in the simulations
is considered in sensitivity analyses, however even the most idealized analysis charac-
terizes important and basic trade-offs in the design of continuous monitoring networks
for methane. This work demonstrates an approach to the design of low-cost methane
sensing networks that minimizes the number of sensors required while meeting objectives
of emission detection. The results show that, in principle, a relatively small number of
sensors is capable of detecting site-level methane emissions of 5–10 kg/h in the Permian
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Basin. In the few production regions that have had large, multi-scale campaigns to mea-
sure methane emissions, this level of emissions has been shown to represent a significant
fraction of total emissions. For example, in the Barnett Shale of North Central Texas, the
10% of sites with emissions above 5 kg/h were estimated to account for approximately
a third of all emissions, and a much larger fraction of emissions attributed to abnormal
operations [6]. In addition, the framework described here for the design of continuous
monitoring of methane emissions could be applied to continuous monitoring of other air
pollutants, using low-cost sensors. The analyses in this manuscript represent a proof of
concept for the design of fixed monitoring networks for methane or other air pollutants.
Sensor deployment, testing, and emission detection studies are ongoing, but are beyond
the scope of this paper.

2. Materials and Methods
2.1. Modeled Domain

A 1.9 by 3.7 km rectangular region in Midland County in Texas was chosen as the mod-
eling domain. The region contains well sites, centralized facilities that collect production
from multiple wells (tank battery sites), and a flare site (assumed idle). A satellite image
of the region is shown in Figure 1, with wells and tank battery sites identified as emission
sites. Three operators have a total of twenty-four wells and four tank battery sites in the
domain. Wells appearing on the same well pad are clustered as a well site. The 24 wells
in the domain are clustered into 22 well sites. This specific region was chosen since the
clustering and relative positioning of the wells and tank batteries are representative of the
asset designs used by multiple operators in the Permian Basin.
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Figure 1. Satellite image of the modeling domain in the Midland Basin. Emissions were simulated at
the 22 well sites and 4 tank battery sites shown on the map.

2.2. Emission Detection

Available methane sensors that might be deployed in a fixed monitoring network
vary in their precision [7]. The precision of the sensor influences the ability of the sensor
to detect emissions. Therefore, a variety of emission detection thresholds were consid-
ered. In this work, an emission was counted as detectable if during a one-week period,
any sensor location in the network is predicted to observe a concentration enhancement
greater than either 200, 500, or 1000 ppb (0.2, 0.5, or 1 ppm) for at least 1 minute. These
thresholds for detection were based on the variability in background concentrations of
methane observed in the region. A recent multi-month field study [8], evaluating low-cost
methane sensors, found that daily minimum concentrations of methane (representative
of background concentrations) in the region were 1.96 ppm, with a standard deviation
of 0.05 ppm. An emission was assumed to be undetectable if no sensors in the network
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observe a concentration enhancement greater than these thresholds over a one-week period.
This work examines the number of sensors and detection thresholds required to detect
emissions from all sources in the region if methane is emitted at a rate of 10 kg/h. The
analysis was repeated for emission rates of 5 and 1 kg/h.

2.3. Emissions and Sensor Placement

Emissions from each of the 22 well sites and the 4 tank battery sites in the domain were
modeled. Emissions were not modeled for a flare site in the region. The flare was assumed
to be idle at most times, and if it were to be combusting gas, unintended emissions would
be due to unlit operation or very low combustion efficiencies. Unlit or low combustion
efficiency emissions would lead to ambient concentrations of methane that would be readily
detectable by the sensor network. The emissions from each of the well and tank battery
sites were modeled separately (different simulations for each location). Emissions in each
simulation were continuous at flow rates of 10, 5, and 1 kg/h, or were intermittent emissions
at the same instantaneous flow rate. The intermittent emissions were assumed to occur for
1 min of every hour (e.g., minute 30 of hour 1, minute 30 of hour 2, and minute 30 of all
subsequent hours), and when the emissions were occurring, they were assumed to emit at
an instantaneous rate equal to the continuous emissions (10, 5, and 1 kg/h). Emissions were
assumed to be released from the center of each well site, or tank battery site. Continuous
releases from both well sites and tank battery sites and intermittent releases from well sites
were assumed to occur at a height of 0.2 m, consistent with emissions associated with leaks
from ground-level equipment and piping. Intermittent releases from tank battery sites
were assumed to occur at a height of 5.5 m, representative of the height of tanks which
have intermittent emissions due to the volatilization and release of methane discharged
periodically to the tanks from high-pressure separators. The domain was gridded into 100
by 100 m cells and virtual sensors were placed in the center of the grid cell immediately to
the north of each site to take advantage of prevailing southerly wind directions. If another
emission site was located in the grid cell immediately to the north of a site, no sensor
was placed in the cell. This led to a total of 24 sensor locations, as shown in Figure 2a. A
modeling domain with reduced site density (~1 site/km2) was also investigated to assess
the importance of the site density. Seven emission sites out of the twenty-six sites in the
base case were selected, with all sites separated by ~1 km, as shown in Figure 2b. Sensors
were placed in the gird cell immediately to the north of the selected sites.
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Emissions were sourced from well sites (dots) and tank batteries (triangles). (b) Dispersion modeling
domain with reduced site density.
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2.4. Meteorological Episode Selection

Four time periods of one-week duration, from four calendar quarters, were identified
to be representative of meteorological conditions during 2019. The year was first divided
into four quarters, followed by an evaluation of wind speeds and wind directions observed
in each seven-day period within the quarter against the variability seen in the entire
quarter. The weeks that captured a reasonable representation of the range and frequency
of wind speeds and wind directions observed during each of those quarters were selected
as representative weeks (Figure S1). The dataset employed for this selection was obtained
from one of the ground-based monitoring stations in the Midland-Odessa area (Continuous
Ambient Monitoring Station, CAMS 47, Chennai, India), operated by the Texas Commission
on Environmental Quality [9]. Temperature, surface pressure, dew point temperature, and
precipitation were compared to observations at the National Weather Service (NWS) Station
at Midland International Airport. As shown in Supplementary Figures S1 and S2, the week-
long periods were found to be representative of the annual variability in meteorology.

2.5. Dispersion Modeling

To predict concentrations of methane in the modeling domain from each of the emis-
sion sources, atmospheric dispersion modeling was utilized. The atmospheric dispersion
models use the emissions, together with a representation of 3D meteorological conditions
and geophysical and land surface characteristics, to predict downwind concentrations
throughout the modeling domain. While the geophysical and surface characteristics are
assumed to remain constant, the meteorological conditions can vary considerably de-
pending on the time of day and the time of year. Two dispersion models were used,
HYSPLIT (Hybrid Single-Particle Lagrangian Integrated Trajectory, v5.0.0) and CALPUFF
(v7.2.1_L150618). The HYSPLIT Model, developed by the National Oceanic and Atmo-
spheric Administration, is one of the most extensively used atmospheric dispersion mod-
els [10]. The model calculation method is a hybrid between Lagrangian and Eulerian
approaches. It calculates the dispersion of a pollutant by assuming either puff mode or
particle mode, or both. For this work, HYSPLIT was used in puff mode. CALPUFF, on the
other hand, is a non-steady state, Lagrangian puff modeling system (Exponent, 2014) [11].
The three-dimensional meteorological fields used to drive these models are derived from
the output of the North American Mesoscale (NAM) Model Analysis. NAM is a weather
model run by the National Centers for Environmental Prediction (NCEP) for producing
weather forecasts (out to 84 h) every 6 hours at 0, 6, 12, and 18 UTC (Coordinated Universal
Time) [12]. The NAM dataset used in this work is a blend of 4-time daily analyses of
observations (at 0, 6, 12, and 18 h) with 3-hour forecasts at 3, 9, 18, and 21 h. It has a
spatial resolution of 12 km and a temporal resolution of 3 h. For evaluating this dataset, the
observations of wind speed and wind directions at the nearest grid cell were extracted and
compared to the observations at the monitoring site maintained by the Texas Commission
on Environmental Quality (TCEQ) for the four representative meteorological weeks [9]. The
NAM Analysis represented observations with high fidelity. The primary analyses presented
in this work will use the CALPUFF dispersion modeling driven by NAM meteorological
data. Sensitivity analyses will examine the effect of the choice of dispersion model. The
spatial scale of air dispersion modeling for the simulated domain is approximately 7 km2.
At this spatial scale and typical near-surface wind speeds in Midland-Odessa (5–30 km/h),
emission plumes from oil and gas sources would be transported across the entire grid
domain within a few hours, even during periods of very light wind speeds. Therefore, a
time resolution of one minute was chosen for the meteorological modeling.

3. Results
3.1. Base Case

Table 1 reports the number of sensors required to detect emissions from each of the
26 emissions sites in each of the 4 weeks of meteorology (104 total detections). Alternative
representation of the results are shown in the Supplementary Figure S3. Simulations were
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performed for each of the individual sites to determine which sensors, at which times,
would detect emissions. Due to the unique orientation of each sensor location to each
potential source, the detections of emissions from different sites by a single sensor generally
do not interfere with each other. A sensor will detect a site to its south only when the winds
are from the south, and this detection will not interfere with the ability of the same sensor,
at a different time, to detect an emission from a source that is to the east.

Table 1. Sensors required to detect emissions from each of the 26 emissions sites, in each of the
4 weeks of meteorology evaluated in this work (104 total detections).

Sensor Precision
(ppb)

Minimum Number of the
24 Available Sensors Required to

Detect Continuous Emissions
from 26 Sources in Each of the

4 Week-Long Periods
(104 Detections)

Minimum Number of the
24 Available Sensors Required to

Detect Intermittent Emissions
from 26 Sources in Each of the

4 Week-Long Periods
(104 Detections)

Emission rate of 10 kg/h

1000 15 24 sensors made 98 detections *
500 7 15
200 4 8

Emission rate of 5 kg/h

1000 24 sensors made 103 detections * 24 sensors made 93 detections *
500 15 24 sensors made 98 detections *
200 7 13

Emission rate of 1 kg/h

1000 24 sensors made 71 detections * 21 sensors made 25 detections *
500 24 sensors made 96 detections * 24 sensors made 53 detections *
200 24 sensors made 103 detections * 24 sensors made 93 detections *

* Out of possible detection of 26 sources in each of the 4 week-long meteorological episodes (all sources detected
is counted as 104 detections). In this case, the number of sensors represents the number of sensors that have
detections, not necessarily the minimum number of sensors to achieve the maximum counts of detected sources.

Using this approach, at an emission rate of 10 kg/h per site, a total of 15 sensors
are required to detect all continuous emission sources if a detection is defined as at least
one concentration enhancement of 1000 ppb, due to continuous emissions from a single
site, during each of the 4 week-long meteorological episodes. If the detection threshold
is lowered to 500 or 200 ppb, the number of required sensors to detect all continuous
emissions is reduced to 7 and 4, respectively. A larger number of sensors or more precise
sensors are required if emissions are intermittent. For emissions that occur at a rate of
10 kg/h, but only persist for one minute during each hour, the number of sensors required
to detect all emission sources with sensor detection thresholds of 500 and 200 ppb is 15
and 8, respectively. If the detection threshold is 1000 ppb, even if sensors are placed at all
24 possible locations, not all emission sources can be detected within a 1-week period. In
this scenario with intermittent emissions and a detection threshold of 1000 ppb, 98 of the
104 possible detections (26 sources in each of 4 weeks) are made.

Similar analyses are reported in Table 1 for emission rates of 5 and 1 kg/h. As emission
rates are reduced, either more sensors are required, or better sensor sensitivity is required.
Nevertheless, a network of approximately 1 sensor per site, with a sensor detection thresh-
old as high as 1000 ppb, is able to detect a very high fraction of emissions from sites with
5–10 kg/h emission rates. Similar results are obtained using the HYSPLIT dispersion model
with the NAM meteorological dataset, as documented in Supplementary Table S1.
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3.2. Sensitivity Analyses

Analyses were conducted to assess the importance of site density and meteorology
on the required number of sensors. Site density was reduced from 26 sites to 7 sites in
the same modeling domain, with all sites approximately 1 km apart from each other, as
shown in Figure 2b. The same analyses were performed, and results are shown in Table 2
(alternative representation of the results are shown in the Supplementary Figure S4). The
results again indicate that a network of approximately 1 sensor per site is able to detect a
very high fraction of emissions from sites with 5–10 kg/h emission rates.

Table 2. Sensors required to detect emissions from each of the 7 emissions sites, in each of the 4 weeks
of meteorology evaluated in this work (28 total detections).

Sensor Precision
(ppb)

Minimum Number of the
7 Available Sensors Required to

Detect Continuous Emissions
from 7 Sources in Each of the

4 Week-Long Periods (28 Sources)

Minimum Number of the
7 Available Sensors Required to
Detect Intermittent Emissions

from 7 Sources in Each of
4 Week-Long Periods (28 Sources)

Emission rate of 10 kg/h

1000 7 7 sensors made 25 detections *
500 5 7
200 3 6

Emission rate of 5 kg/h

1000 7 7 sensors made 22 detections *
500 7 7 sensors made 25 detections *
200 5 7

Emission rate of 1 kg/h

1000 7 sensors made 16 detections * 5 sensors made 5 detections *
500 7 sensors made 24 detections * 6 sensors made 10 detections *
200 7 7 sensors made 22 detections *

* Out of possible detection of 26 source in each of the 4 week-long meteorological episodes (all sources detected
is counted as 104 detections). In this case, the number of sensors represents the number of sensors that have
detections, not necessarily the minimum number of sensors to achieve the maximum counts of detected sources.

The importance of meteorology was assessed by examining the number of sensors re-
quired in each of the one-week periods that were chosen to represent seasonal meteorology.
Wind speeds and wind directions vary significantly from season to season in the region, as
shown in the Supplementary Figure S2. During summer months, wind directions are con-
sistently from the southwest to the southeast. In contrast, winter wind directions are highly
variable. This makes detection during summer months more challenging than detection
during winter months. Numbers of sensors required for each season, for both the base case
analyses and the reduced site density analyses, are presented in Tables 3 and 4 (alternative
representation of the results are shown in the Supplementary Figures S5 and S6). While
the number of sensors required in winter months is lower than in summer months, even
with the more challenging meteorology of the summer, networks of approximately 1 sensor
per site are able to detect a very high fraction of emissions from sites with 5–10 kg/h
emission rates.
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Table 3. Sensors required to detect continuous and intermittent emissions from each of the
26 emissions sites, for the weeks representing winter, spring, summer, and fall meteorology
(26 detections in each week).

Sensor Precision
(ppb)

Minimum Number of the
24 Available Sensors Required to

Detect Continuous Emissions
from 26 Sources in Each

Week-Long Period

Minimum Number of the
24 Available Sensors Required to

Detect Intermittent Emissions
from 26 Sources in Each

Week-Long Period

Winter (January/February/March meteorology)

Emission rate of 10 kg/h

1000 4 11
500 2 7
200 1 4

Emission rate of 5 kg/h

1000 9 23 sensors made 25 detections *
500 4 11
200 2 5

Emission rate of 1 kg/h

1000 20 sensors made 22 detections * 3 sensors made 3 detections *
500 15 14 sensors made 15 detections *
200 9 23 sensors made 25 detections *

Spring (April/May/June meteorology)

Emission rate of 10 kg/h

1000 4 16
500 2 10
200 1 6

Emission rate of 5 kg/h

1000 6 22 sensors made 23 detections *
500 4 16
200 2 8

Emission rate of 1 kg/h

1000 12 sensors made 13 detections * No detections
500 22 sensors made 24 detections * 7 sensors made 7 detections *
200 6 22 sensors made 23 detections *

Summer (July/August/September meteorology)

Emission rate of 10 kg/h

1000 15 20 sensors made 20 detections *
500 7 13
200 4 8

Emission rate of 5 kg/h

1000 23 sensors made 25 detections * 18 sensors made 19 detections *
500 15 20 sensors made 20 detections *
200 7 10

Emission rate of 1 kg/h

1000 9 sensors made 10 detections * 1 sensor made 1 detection *
500 20 sensors made 20 detections * 6 sensors made 6 detections *
200 23 sensors made 25 detections * 18 sensors made 19 detections *

26



Atmosphere 2022, 13, 510

Table 3. Cont.

Sensor Precision
(ppb)

Minimum Number of the
24 Available Sensors Required to

Detect Continuous Emissions
from 26 Sources in Each

Week-Long Period

Minimum Number of the
24 Available Sensors Required to

Detect Intermittent Emissions
from 26 Sources in Each

Week-Long Period

Fall (October/November/December meteorology)

Emission rate of 10 kg/h

1000 2 7
500 2 5
200 1 3

Emission rate of 5 kg/h

1000 5 11
500 2 7
200 2 4

Emission rate of 1 kg/h

1000 15 21 sensors made 21 detections *
500 7 24 sensors made 25 detections *
200 5 11

* Out of possible detection of all 26 sources in each of the week-long meteorological episodes. In this case, the
number of sensors represents the number of sensors that have detections, not necessarily the minimum number of
sensors to achieve the maximum counts of detected sources.

Table 4. Sensors required to detect continuous and intermittent emissions from each of the 7 emissions
sites in the reduced density network, for the weeks representing winter, spring, summer, and fall
meteorology (7 detections in each week).

Sensor Precision
(ppb)

Minimum Number of the
7 Available Sensors Required to

Detect Continuous Emissions
from 7 Sources in Each

Week-Long Period

Minimum Number of the
7 Available Sensors Required to
Detect Intermittent Emissions

from 7 Sources in Each
Week-Long Period

Winter (January/February/March meteorology)

Emission rate of 10 kg/h

1000 4 6
500 2 5
200 1 4

Emission rate of 5 kg/h

1000 6 5 sensors made 5 detections *
500 4 6
200 2 5

Emission rate of 1 kg/h

1000 5 sensors made 5 detections * No detection
500 6 2 sensors made 2 detections *
200 6 5 sensors made 5 detections *

Spring (April/May/June meteorology)

Emission rate of 10 kg/h

1000 3 7
500 2 6
200 1 5
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Table 4. Cont.

Sensor Precision
(ppb)

Minimum Number of the
7 Available Sensors Required to

Detect Continuous Emissions
from 7 Sources in Each

Week-Long Period

Minimum Number of the
7 Available Sensors Required to
Detect Intermittent Emissions

from 7 Sources in Each
Week-Long Period

Emission rate of 5 kg/h

1000 4 6 sensors detect 6 detections *
500 3 7
200 2 6

Emission rate of 1 kg/h

1000 2 sensors made 2 detections * No detection
500 6 sensors made 6 detections * 1 sensor made 1 source *
200 4 6 sensors made 6 detections *

Summer (July/August/September meteorology)

Emission rate of 10 kg/h

1000 7 4 sensors made 4 detections *
500 5 6
200 3 6

Emission rate of 5 kg/h

1000 7 4 sensors made 4 detections *
500 7 4 sensors made 4 detections *
200 5 6

Emission rate of 1 kg/h

1000 2 sensors made 2 detections * No detection
500 4 sensors made 4 detections * 1 sensor made 1 detection *
200 7 4 sensors made 4 detections *

Fall (October/November/December meteorology)

Emission rate of 10 kg/h

1000 3 6
500 2 6
200 1 2

Emission rate of 5 kg/h

1000 5 7
500 3 6
200 1 4

Emission rate of 1 kg/h

1000 7 5 sensors made 5 detections *
500 7 6 sensors made 6 detections *
200 5 7

* Out of possible detection of all 7 sources in each of the week-long meteorological episodes. In this case, the
number of sensors represents the number of sensors that have detections, not necessarily the minimum number of
sensors to achieve the maximum counts of detected sources.

4. Discussion

As shown in Tables 1 and 2, for both high (>3 site/km2) and low site density (~1 site/km2)
scenarios, a methane monitoring network with approximately 1 sensor per site is able to
detect a large fraction of emissions from sites with 5–10 kg/h emission rates. Site densities
in this range are common in the Permian Basin. Figure 3 shows production site densities
in the Permian Basin in November 2021 [13]. Production sites in the Permian Basin were
aggregated into 4 × 4 km2 grid cells, and the site density in each grid cell was calculated
and mapped. For grid cells containing at least one production site, 58% had site densities
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less than 1 site/km2, 28% had site densities between 1 and 3 site/km2, and 8% had site
densities between 3 and 5 site/km2. Only 1% of the grid cells had site densities over
10 site/km2. While grid cells with <1 site/km2 represent more than half of the total grid
cells with production reported, cells with >1 site/km2 account for 85% of the production
in the Permian Basin. Therefore, the analyses represent a proof of concept applicable to a
large fraction of the production in the Permian Basin.
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As shown in Tables 3 and 4, the effectiveness of detections was affected by meteo-
rology, which varies significantly from season to season in the region. As shown in the
Supplementary Figure S2, during spring and summer months (April to September), winds
are primarily from the southwest to the southeast. During these seasons, individual sensors
are only able to detect emissions from southerly directions. In contrast, during winter
months (October to March), winds are variable in direction, allowing sensors to detect
emissions from sources in multiple directions. Therefore, compared to summer months,
winter months require less sensors in the network to detect all the emissions in the region.
However, even during the summer months, a network with approximately one sensor per
site is still able to detect most of the sources with emission rates between 5 and 10 kg/h.

Two different dispersion models were used in this work to evaluate sensor placements.
Although the counts of sensors required to detect all emission sources vary with the use of
different dispersion models, the conclusion that approximately one continuous monitor per
site is able to detect a large fraction of emissions in the range of 5–10 kg/h is valid with either
dispersion model applied. Figure 4 shows a comparison of the plumes predicted by the
two models at a minute instance during the simulation week in winter, due to a continuous
emission source with an emission rate of 25 kg/h at the tank battery site in the middle of the
study domain, with the same meteorological dataset. Predictions of vertical and horizontal
plume width, and other parameters, vary between the dispersion models. The HYSPLIT
model led to more grid cells and sensor locations with concentration enhancements above
the detection thresholds. For a single emission source, with HYSPLIT simulations, more
sensor locations would be able to consistently detect the emissions. Therefore, analyses
conducted with the HYSPLIT dispersion model indicated that slightly fewer sensors are
required to be able to consistently detect emissions in the range of 5–10 kg/h, compared
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to the analyses with the CALPUFF Model (results are shown in Supplementary Table S1).
Many different combinations of parameters, used as input to dispersion models, could
lead to the slightly different numbers of sensors predicted by the two dispersion models.
Overall, however, the analyses consistently indicate that, for the conditions in the Permian
Basin, a fixed monitoring network with approximately one continuous monitor per site is
likely to be capable of consistently detecting site-level methane emissions in the range of
5–10 kg/h.
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Figure 4. Comparison of methane plumes predicted by CALPUFF and HYSPLIT models at a minute
instance during the simulation week in winter, due to a continuous emission source with an emission
rate of 25 kg/h at the tank battery site in the middle of the study domain.

5. Conclusions

This paper characterized trade-offs between numbers of sensors and the precision of
sensors required to reliably detect methane emissions, ranging from 1 to 10 kg/h, using
a fixed continuous methane monitoring network, based in a representative oil and gas
production region in the Permian Basin. It demonstrates an approach to the design of
methane sensing networks that minimizes the number of sensors required while meeting
objectives of emission detection. The number of sensors required to detect continuous and
intermittent emissions with various emission rates was examined with two representative
site densities, under four meteorological conditions representing four seasons, and with
two dispersion models. The results show that although the number of sensors required
to detect the emissions varies from case to case, networks with approximately one contin-
uous monitoring sensor per site are capable of detecting site-level methane emissions of
5–10 kg/h in the Permian Basin.

Supplementary Materials: The following Supplementary Materials can be downloaded at: https:
//www.mdpi.com/article/10.3390/atmos13040510/s1: Figure S1: Wind rose diagrams, showing
wind speed frequency data, by wind direction for the four representative weeks and for observational
annual average data. Figure S2: Wind roses for each quarter (left) and representative week (right) for
quarters 1 (a), 2 (b), 3 (c), and 4 (d). Figure S3: Alternative representation of the results in Table 1.
Figure S4: Alternative representation of the results in Table 2. Figure S5: Alternative representation of
the results in Table 3. Figure S6: Alternative representation of the results in Table 4. Table S1: Sensors
required to detect continuous emissions from each of the 26 emissions sites, in each of the four weeks
of meteorology evaluated in this work (104 total detections), using multiple dispersion models.
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Abstract: The paper deals with the protection of the population and the environment in crisis
management and emergency planning. It includes a proposal for an auxiliary tool for crisis managers
and commanders to increase the safety of the population and the environment in the evaluated area.
The proposal was developed thanks to a detailed analysis of the border area in selected regions of
Slovakia, where extraordinary events may occur during the cross-border transport of hazardous
substances. The actual outputs are maps of area-border crossings, including the places of transport
of hazardous substances specifying a range of possible adverse effects on the endangered area. The
modelling process was based on real conditions in the given area. Various scenarios of the possible
occurrence of the release of hazardous substances were developed. The scenarios were applied in the
ALOHA CAMEO software. Using the software output, it was possible to draw the most probable
emergency scenarios with a cross-border effect. Cross-border impacts are crucial challenges in dealing
with an emergency, as there is a need to ensure cooperation and coordination of emergency services
in two different countries. The outputs proposed by the authors are a tool suitable not only for
taking preventive measures but also as an aid in repressive activities. It is, therefore, suitable both for
reducing the probability of the occurrence of given emergencies and minimizing its consequences.

Keywords: crisis management; safety; emergency event; civil protection; ALOHA software; scenario;
case study; simulation; risk

1. Introduction

Emergencies do not affect a secure society. A minimum system of tasks and measures
is necessary to protect life, health and property. The system is reduced to the analysis of
possible threats and, consequently, reduces the probability of occurrence and elimination
of consequences. Act 42/1994 Coll. on Civil Protection is valid in the Slovak Republic.
According to this act, an emergency event means a natural disaster, accident, catastrophe,
threat to public health of II. degree, the mass arrival of foreigners on the territory of the
Slovak Republic, or a terrorist attack. Due to extensive problems, the article will focus on
the crash accident. According to this law, an accident is an emergency event that causes a
deviation from the steady operating state. As a result, hazardous substances are released or
are affected by other destructive factors that affect life, health or property [1].

Concerning dangerous substances that can occur in an accident, it is necessary to focus
on prevention, especially with those that are dangerous to life and human health or toxic
to the environment. It is also significant to pay attention to substances that are difficult
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to dispose of or remove from the environment and can worsen living conditions in the
long-term. The last group consists of hazardous substances, which, although not extremely
dangerous, are transported or stored in large quantities. The effects of these substances
may thus be significant due to their quantity [2].

An accident involving a dangerous substance can occur during the storage, use or
transport of dangerous substances. Storage and production facilities or equipment are
among the stationary sources. In addition to stationary sources, however, crisis managers
often deal with leaks of hazardous substances during their transport [3,4]. This type of
leakage is the subject of our paper, where we focus on road transport by tankers between
several countries.

Crisis management deals with such events. It is an inseparable part of modern society
and the concept of a smart city, which wants to create a safe environment for its inhabitants [5].
A new trend increasingly used in smart cities and crisis management is digitization. It allows
us to predict and manage various events at the same time [6,7]. Crisis management planning
is mainly concerned with the readiness to react in the event of an emergency so that the
system remembers it as quickly as possible. Risk management and crisis management are
not separate functions but rather two complementary phases of the same function. They
consist of learning aimed at developing the organization’s ability to deal with emergencies
and disruption without consequences or with minimal consequences. Subsequently, it is
possible to recover quickly from various crises [8]. Therefore, it is necessary to have proper
knowledge of the environment and the ability to anticipate all possible negative impacts that
could upset the balance and escalate into a disaster [9,10].

Dangerous goods (DG) are transported in various modalities from one or more places
of origin to a destination where they are needed. As people need DG to live and work,
they are widely distributed in different environments. Dangerous goods transportation
(DGT) concerns all kinds of goods such as liquids, gasses, and solids, including radioactive,
flammable, explosive, corrosive, oxidizing, asphyxiating, biohazardous, toxic, pathogenic,
or allergenic materials. All the mentioned substances have latent or non-latent serious
health risks that can harm humans and the environment and destroy surrounding proper-
ties or other living organisms [11]. Accidents involving DG often require a response from
various emergency services. Therefore, procedures for the mutual exchange of information
and coordination should be adopted [12]. The severity of the consequences related to
road accidents in DGT and the large number of lorries that transport DG daily require the
development and use of tools for risk assessment and treatment that can define the risk
as a product of event frequency/probability and its consequences [13]. The case studies
in this area illustrate the factors leading to crisis events and their impacts on facilities,
the environment and nearby communities. The studies also specify steps that can be
taken by prevention decision makers and local and state emergency managers to reduce
the risks posed by emergency events through changes in procedures and investment in
equipment [14].

Risks related to DGT can be characterised by various aspects, such as the type and
quantity of dangerous goods, vehicle and road characteristics, traffic and weather con-
ditions and population density. Some of these issues are time-dependent (traffic and
weather conditions, population density). This aspect implies the complexity of such analy-
sis and supports the use of modelling, and, thus, simulation models. Many approaches to
simulation modelling have recently been adopted, such as:

• System Dynamics (SD), which is characterised by a high level of abstraction, low
details and a strategic level [15].

• Discrete Event (DE), a mostly discrete model characterised by a medium abstraction
level, medium details and a tactical level [16].

• Agent-Based (AB), also referred to as ABM (agent-based modelling), ABS (agent-based
systems or simulation), and IBM (individual-based modelling), which are mostly
decentralized and preferred for complex systems [17].
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According to McKinsey, 70% of senior managers have begun planning to adopt digital
risk management. The use of risk management software is becoming increasingly important
in maintaining resilience to crisis events [18].

The main advantage of simulation is that it provides more information on the be-
haviour of the DGT system in different situations, considering involved decision makers,
various what-if hypotheses and numerous approaches. In terms of emergency manage-
ment or planning activities, e.g., operative training, models and simulations could be
applicable for technicians, drivers, controllers, firefighters, emergency operators and other
DGT subjects.

In the context of developing a decision-making support tool for final users working in
the field of emergency response planning, we propose a comprehensive system.

The system consists of three available basic tools. One of them we apply in our
case study:

• The Transport Integration Platform (TIP);
• The Areal Location of Hazardous Atmospheres (ALOHA);
• a GIS (or WEB GIS) platform for visualization of all collected data and display of results [19].

We decided to demonstrate by modelling with the ALOHA software used in this area.
In our case study, we also consider the impacts on neighbouring states.

The article is focused on the use of possibilities of modelling the dispersion of toxic
substances in the ALOHA software in border areas, with an emphasis on the prepared-
ness of crisis managers and improving the prevention and response of the population to
crisis events.

2. Materials and Methods

Each country should analyse the potential risks to its environment. Significant at-
tention needs to be paid to the atmosphere, as leakages of dangerous substances in the
border area can have a negative impact on several countries. In our paper, we focused on
the territory of Slovakia. Slovakia has eight regions (NUTS 3), one of which was selected
as a model: the Žilina Region. There were several reasons for this decision, including
the fact that the workplace of several authors is located there. The authors also regularly
communicate with the regional management in this locality. This region is bordered by
two other states. Its location indicates the possibility of transporting dangerous substances
from the surrounding states. Due to the fact that dangerous goods are transported through
the Žilina Region only by road and rail, it is possible to deal only with the ADR agreement
for road transport and the RID order for rail transport. Due to the wide range of issues, the
paper will focus on the road transport of dangerous goods.

The simulation software tool ALOHA CAMEO was used to create the map. This pro-
gramme is available for free download in the current version for Windows at www.epa.gov
(accessed on 18 May 2022). It is regularly updated and supplemented with new chemicals.
As it features an extensive library, it can evaluate many chemicals. If a substance is not
included in the library, it can be added to the list based on knowledge of the important
physicochemical and toxicological data provided for each dangerous substance. The pro-
gramme is used to evaluate the leakage of a dangerous substance and allows the selection
of location and atmospheric conditions. Based on the tank dimensions, it determines the
filling height of the tank and is able to evaluate the cloud trace. The obtained results are
then projected into Google Maps, so it is possible to obtain an up-to-date map showing the
impact of the emergency in the selected area.

The elaboration of a map by simulating various scenarios of the leakage of hazardous
substances at border crossings points to the real threat of the leakage of hazardous sub-
stances in the territory of neighbouring states, which would also affect the environment
of the Slovak Republic. In the case of an accident, the states should inform the possibly
affected surrounding countries. Significant information for further procedures can be
obtained by determining the distance of the escaping substance.
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The initial phase of the problem solution includes the identification and analysis of
relevant documents. Subsequently, Slovak border crossings located in the territory of the
Žilina Region were characterised, focusing on the quality and load-bearing capacity of
roads and the possibilities of transporting dangerous goods. The analysis specified their
surroundings, terrain fragmentation, the presence of highly frequented roads, watercourses
and protected landscape areas. Considered data allow us to identify the factors influencing
the effects of the leakage of a dangerous substance. The information gathered on the factors
influencing the dispersion of hazardous substances was the basis needed to create a model
and simulate the release of a hazardous substance. Using the ALOHA CAMEO evaluation
programme, we created danger zones for escaped hazardous substances. By comparing
the impacts of the leakage of a dangerous substance at individual border crossings, it was
possible to point out the negative impacts on the population and the environment.

The transport of dangerous goods is accompanied by numerous risks. The release
of the dangerous substance, its dispersion and its effects on the population and the en-
vironment are influenced by the factors specific to the leakage area. The effects of the
leakage of a dangerous substance will be less severe in an uninhabited unprotected area
without watercourses than in a densely populated area or the vicinity of protected natural
areas. Therefore, it is very important to identify possible risks arising from the activities
related to the transport of dangerous goods and to evaluate the impacts on the population
and environment at specific border crossings using simulations in the ALOHA CAMEO
programme. Based on these results, it will be possible to assess the suitability of individual
border crossings for the transport of dangerous goods. Software-simulated infestation areas
could be the basis for collaborative tactical exercises, while rescue services could deepen
their practical skills and knowledge in real-world situations.

The selection of the dangerous substance was based on a document of the Ministry
of the Interior of the Slovak Republic on the most frequently transported dangerous sub-
stances [20] and a publication by Ján Buzalka [21]. These sources state that ammonia is
one of the most frequently transported substances in the Slovak Republic. Meteorological
conditions play a key role in the dispersion of dangerous substances. The simulation
aims to create the most favourable conditions for the dispersion of a dangerous substance
and to determine the direction of the wind directing the substance fumes toward human
dwellings. We entered the following input parameters into the programme for modelling
the evaluation of the area of danger in case of the leakage of hazardous substances [22]:

• Wind speed in m/s or km/h;
• Wind direction in angular degrees;
• Vertical air stability (inversion, isothermia, convection);
• Air temperature in degrees Celsius;
• Altitude above ground at which meteorological parameters are measured;
• Nature of weather (clouds, rain, snow).

The dispersion of a hazardous substance of these parameters is most affected by wind
speed, wind direction and inversion. With low wind speeds and constant stability, the
range of vapours of hazardous substances is extended. On the contrary, strong and unstable
winds shorten their range [23]. These findings were also confirmed in preliminary attempts
to simulate the release of a hazardous substance in the ALOHA CAMEO evaluation
programme. We determined that at a wind speed of 2 m/s, a dangerous substance dispersed
over the longest distance and the largest area. At lower wind speeds, the substance hardly
dispersed to the surroundings, only in a circle around the point of leakage. A speed higher
than 2 m/s caused a narrowing of the vapour area of the hazardous substance.

The vertical stability of the atmosphere significantly influences the dispersion of
substances in space. In the given area, the conditions for the occurrence of an emergency are
highly probable. The inversion occurs about an hour before sunset and disappears within
one hour after sunrise. Convection occurs about two hours after sunrise and disappears
about 2 to 2.5 h before sunset. Hazardous chemicals disperse over longer distances in
inverse conditions. On the contrary, in convection, they reach smaller distances [23]. Due
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to this, the presence of inversion will be taken into account when simulating the leakage of
a dangerous substance. From modelling in the ALOHA CAMEO evaluation programme,
we determined that the lower the inversion above the surface is, the further the hazardous
substance disperses. However, the height of the inversion was adjusted so that it was
located above the tank from which the dangerous substance would escape, i.e., at the
height of 50 m. The last factor that played a significant role in the modelling is the ambient
temperature. Hazardous substances evaporate faster at high temperatures, leading to the
formation of a mass of air with a high concentration of the hazardous substance. On the
contrary, low temperatures prolong the stability of the hazardous substance in the field,
but due to low temperatures, the evaporation of hazardous substances is lower, so the
contaminated space will be smaller than it would be at high temperatures [23].

The scenarios in this work are based on a simple syllabus containing:

• The cause of the leakage of the dangerous substance;
• The direction of dispersion of the leaked dangerous substance;
• Extent of the infestation.

First of all, it was necessary to determine how the leakage of the dangerous substance
would take place. In our work, we tried to simulate the largest possible leakage of haz-
ardous substances. We proceeded from the knowledge that the amount of leaked hazardous
substance per unit time is directly proportional to the size of the hole from which the haz-
ardous substance escapes. In our work, we considered a hole with a diameter of 25 cm.
However, such a large opening can only be caused by the action of destructive forces on the
tank body. Therefore, in every single scenario, we used a traffic accident as the initiator of
the leakage of a hazardous substance. Here, we assumed that it could result in a crack in the
tank of the required size. The cause of the accident at the individual border crossings was
determined on the basis of an assessment of their surroundings. At the border crossings
with connecting lanes, we considered the collision of cars. At border crossings with sharp
turns, we considered the skidding of the vehicle and the same procedure was followed at
other border crossings. However, the cause of the traffic accident does not affect the results
of individual simulations of leaks of hazardous substances. Their goal was to bring our
scenarios as close as possible to situations that may occur.

In modelling, we use the toxic limits AEGL (Acute Exposure Guideline Levels), where
AEGL-1 means the concentration of a dangerous substance in the air at which the general
population, including receptive individuals, is expected to experience obvious discomfort,
irritation, or certain sensory symptoms. The effects are not debilitating, they are transient
and reversible upon discontinuation of exposure. It is marked yellow in the final drawings.

AEGL-2 means the concentration of a dangerous substance in the air at which the general
population, including receptive individuals, is expected to experience irreversible or other
serious, long-lasting adverse health effects or impaired escape potential. It is marked orange
in the final drawings.

AEGL-3 means the concentration of a dangerous substance in the air at which the gen-
eral population, including receptive individuals, is expected to experience life-threatening
health effects or death. It is marked red in the final drawings.

In the individual scenarios, we chose the direction of the dispersion of the escaped
dangerous substance so that the toxic fumes would hit as many inhabited objects, water-
courses and protected landscape areas as possible, or the road on which the vehicles could
be located. The extent of the infestation and the individual danger zones were determined
on the basis of the results of the CAMEO ALOHA evaluation software exported to Google
Earth. The processing algorithm is demonstrated in Figure 1.
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Figure 1. Scheme of the research processing procedure.

The procedure for processing the issue is demonstrated in Figure 1. The first step is
setting the objectives of the process, primarily to minimize the likelihood and consequences
of an emergency with a leak of a hazardous substance at border crossings points during
transport. In the diagram, we see the first step, where we determined the activity, which is
the development of a realistic overview of the possibilities of transporting hazardous sub-
stances through border crossings in a given area. After obtaining background information
such as the passage for trucks, load capacity, width and overall condition of the road, we
proceeded to the analysis and determination of restrictive conditions, on the basis of which
we selected passages suitable for the transport of hazardous substances. Subsequently, at
selected border crossings, risks are identified with the subsequent creation of scenarios
according to the described principles. After evaluating the scenarios and modelling them
in the ALOHA programme, we identified the expected consequences for the population
and the environment and proposed appropriate measures.

3. Results

Based on the procedures and methodology described above, we applied the obtained
inputs to modelling in the ALOHA CAMEO software, while ensuring that the scenarios
were realistic but sufficiently pessimistic, which ensured a necessary level of vigilance.
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3.1. Simulation of a Leak of a Dangerous Substance and Development of a Scenario for Individual
Border Crossings

For the simulations, it was necessary to create many scenarios of the possibility of
the leakage of dangerous substances for all border crossings, which are suitable for the
transport of dangerous goods in terms of surface quality and road width. The simulation
of the leakage of a dangerous substance was performed in the ALOHA CAMEO evaluation
programme. This step enabled us to assess the impact on the population and environment
in the endangered area. At each border crossing point were considered the same amount
and type of dangerous substance, the size of the hole from which the substance will
leak and the same meteorological conditions. We expected that the initial atmospheric
conditions were similar in the given localities. The considered chemical was ammonia
(molecular weight 17.03 g/mol) as it is the most frequently transported substance through
the mentioned border crossings. In order to provide real data on the atmosphere for the
given environment, we communicated with experts from the Slovak Hydro-meteorological
Institute. Among the atmospheric data, we specified a wind speed of 2 m/s, air temperature
of 5 ◦C, inversion at the height of 50 m, cloud cover large, vertical stability class F-inversion,
and relative humidity of 90%. The leak came from a 25 cm diameter hole in a horizontal
cylindrical tank. The flammable substance escaped from the tank with a diameter of 2.66 m
and a length of 11 m. The volume of the tank was 61 cubic meters. The weight of the
chemicals in the tank was 242 kg, the duration of the leak was 1 min and the rate of leakage
was 3.2 kg per second. The only variable condition for individual simulations was the
wind direction that we adapted to the direction of the impact on the side of the Slovak
Republic, as we addressed prevention in the Žilina Region. In the final version, we removed
the conditions for preventive use, circular shape, as the direction of the wind before the
accident may be different. Certain inaccuracies must be considered when determining
the effects of a leak of a dangerous substance on humans and the environment. There are
imperfections when examining vulnerable areas in the 3D and 2D modes in Google Maps.
Due to the low quality of the photo, it was sometimes not possible to reliably identify the
object. It was also not possible to determine the number of persons in buildings affected
by fumes and gases of a dangerous substance. Therefore, we will not count the number of
affected persons, but the number of affected objects (buildings) with assumed inhabitants
or occupants. Due to the size of the area contaminated by a leak, it was not possible to
manually count the number of all objects affected. Objects will be manually counted based
on Google Earth Maps only in the red and orange area. For the yellow zone, this number
will be determined based on available statistical data on the number of inhabitants of the
municipality affected by the leakage of a dangerous substance.

3.1.1. Leakage of a Dangerous Substance at the Makov Border Crossing

The driver of the tank carrying ammonia across the Makov border crossing veered off
the road due to a micro-sleep and crashed into a marble monument that was located by the
road. A crack with a diameter of 25 cm formed on the tank, from which ammonia began
to leak. The wind flowing from the northwest shifted the toxic cloud to the southeast, as
depicted in Figure 2.
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Figure 2. Graphical representation of the dispersion of a dangerous substance at the Makov border
crossing [24,25].

There are no buildings in the endangered red zone with a concentration of 1100 ppm
reaching a distance of 311 m. In this zone, there is only the driver of the tank from which
the dangerous substance leaks and persons on the road near the place of the accident. As
the road leading to the border crossing is in the shape of the letter “Y”, vehicles can bypass
the crash site and continue driving to safety. There is only 1 object in the orange zone with
a concentration of 160 ppm reaching a distance of 775 m. This is the customs building
itself. The village of Makov with 1710 inhabitants is located in a yellow zone, extending to
a distance of 1.87 km from the site of leak with a concentration of 30 ppm. Ammonia gas is
dispersed in the Kysuce Protected Landscape Area. No watercourse in the vicinity would
be endangered by the leakage of a hazardous substance [26–28].

3.1.2. Leakage of a Dangerous Substance at the Border Crossing Makov-Velké
Karlovice-Bíla–Bumbálka

The driver of a tanker carrying ammonia across the border crossing lost control of the
vehicle in a sharp turn due to speeding. The vehicle lost stability and overturned due to
centrifugal force and the action of the load. At the same time, there was a collision with a
passing vehicle. A crack with a diameter of 25 cm formed in the tank, from which ammonia
began to leak in the wind direction to the southeast, as demonstrated in Figure 3.
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In the red zone with a concentration of 1100 ppm reaching a distance of 389 m, some
people were involved in the accident. Toxic ammonia fumes with a concentration of more
than 1100 ppm also hit a parked car located in the vicinity and two buildings. There is a
high probability that there will be people in the parked car, especially truck drivers, who
will be resting there. In the orange zone with a concentration of 160 ppm, there are no
more affected objects. In the yellow zone with a concentration of 30 ppm extending up to a
distance of 1866 m, there is a recreation centre, Bumbálka, with no permanent residents.
Ammonia gas disperses in the Kysuce Protected Landscape Area. There is no watercourse
in the area affected by the vapours of the dangerous substance [26–28].

3.1.3. Leakage of a Dangerous Substance at the Klokočov-Bíla Border Crossing

A driver leading a tanker carrying dangerous goods crashed into a car coming out of a
side road while crossing a populated area of the border crossing. As a result of the collision,
a crack with a diameter of 25 cm formed on the tank, from which ammonia gases began to
disperse to the surroundings in a northeast direction, as depicted in Figure 4.
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Figure 4. Graphical representation of the dispersion of a dangerous substance at the Klokočov-Bíla
border crossing [24,25].

In the red zone with an ammonia concentration of 1100 ppm, which extends up to
a distance of 389 m, there are participants in a traffic accident and 10 residential houses,
where there is a high presumption that there are people in them. There are 12 objects in the
orange zone with a concentration of 160 ppm, reaching a distance of 775 m. The settlement
Kornica, which extends near the point of leakage of the dangerous substance, will be hit by
ammonia fumes with a concentration of 30 ppm. Kornica is a part of the village, Klokočov,
with 2287 inhabitants. The area is located in the Kysuce Protected Landscape Area [26,28].

3.1.4. Leakage of a Dangerous Substance at the Čadca-Milošová-Šance Border Crossing

A car and vehicle carrying ammonia collided at the border crossing. A crack with a
diameter of 25 cm formed in the tank, from which vapours and gases escaped into the air,
as demonstrated in Figure 5.
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Figure 5. Graphical representation of the dispersion of a dangerous substance at the border crossing
Čadca-Milošová-Šance [24,25].

In the red zone with a concentration of 1100 ppm, which extends at the farthest
point up to a distance of 389 m, there is a tank driver and a car driver. Ammonia with a
concentration of 1100 ppm progressed due to the wind towards the southwest, where no
buildings were detected. The orange zone, in which the ammonia concentration is 160 ppm,
extends to a distance of 778 m. There are 31 objects in it. These buildings are residential
houses and, therefore, it is assumed that there will be people in them. In the yellow zone
with a concentration of 30 ppm is located the village of Milošová, part of the town of Čadca,
with 23,328 inhabitants. The area affected by the leakage of the dangerous substance is not
located in the protected landscape area [26–28].

3.1.5. Leakage of a Dangerous Substance at the Svrčinovec-Mosty u Jablunkova
Border Crossing

At the border of the Czech Republic and the Slovak Republic, a car and a tanker
collided as a result of the car driver’s intention to change direction at the crossroads while
entering the oncoming lane. To prevent the collision, the tank driver lost control of the
steering and the tank overturned onto its side. A crack with a diameter of 25 cm formed
on the side of the tank, from which ammonia began to leak into the surroundings, as
demonstrated in Figure 6.

The dangerous substance disperses to the southeast to human settlements and directly
across the road crossing the border. Vapours with a concentration of 1100 ppm reached
a distance of 389 m from the crash site. In the endangered red zone reach, there is a
tank driver trapped in the vehicle, the participants in the traffic accident and two objects,
one of them a restaurant. In the orange zone with a concentration of 160 ppm, there are
15 residential houses and buildings used for agricultural purposes. In the yellow zone with
a concentration of 30 ppm reaching a distance of 2.02 km, there is the Purašovci settlement,
part of the village of Svrčinovec, with 3370 inhabitants. There are also some industrial areas
affected. The area is not located in a protected landscape area [26–28].

41



Atmosphere 2022, 13, 836Atmosphere 2022, 13, x FOR PEER REVIEW 11 of 22 
 

 

 
Figure 6. Graphical representation of the dispersion of a dangerous substance at the border crossing 
Svrčinovec-Mosty u Jablunkova [24,25]. 

3.1.6. Leakage of a Dangerous Substance at the Skalité-Zwardoň-Myto Border Crossing 2 
A traffic accident occurred at the border crossing with the Republic of Poland called 

Skalité-Zwardoň-Myto 2 due to the carelessness of the tank driver. From the damaged 
tank, ammonia fumes dispersed to the southwest, as demonstrated in Figure 7. 

 
Figure 7. Graphical representation of the dispersion of a dangerous substance at the Skalité-
Zwardoň-Myto 2 border crossing [24,25]. 

In the red zone, there are ammonia vapours with a concentration of 1100 ppm. In the 
mentioned area, there is the driver of a tanker carrying a dangerous substance and vehi-
cles passing on the road towards the road leading to the border crossing within a distance 
of 389 m. There are no objects in this zone. In the orange zone with a concentration of 160 
ppm extending to a distance of 856 m, there are no objects that can be affected. In the 
yellow zone with a concentration of 30 ppm is the village of Skalité with 5247 inhabitants. 
There is no watercourse in the zone endangered by the leakage of dangerous substances. 
The area affected by the leakage of the hazardous substance is not located in the protected 
landscape area [26–28]. 

  

Figure 6. Graphical representation of the dispersion of a dangerous substance at the border crossing
Svrčinovec-Mosty u Jablunkova [24,25].

3.1.6. Leakage of a Dangerous Substance at the Skalité-Zwardoň-Myto Border Crossing 2

A traffic accident occurred at the border crossing with the Republic of Poland called
Skalité-Zwardoň-Myto 2 due to the carelessness of the tank driver. From the damaged tank,
ammonia fumes dispersed to the southwest, as demonstrated in Figure 7.
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Figure 7. Graphical representation of the dispersion of a dangerous substance at the Skalité-Zwardoň-
Myto 2 border crossing [24,25].

In the red zone, there are ammonia vapours with a concentration of 1100 ppm. In the
mentioned area, there is the driver of a tanker carrying a dangerous substance and vehicles
passing on the road towards the road leading to the border crossing within a distance
of 389 m. There are no objects in this zone. In the orange zone with a concentration of
160 ppm extending to a distance of 856 m, there are no objects that can be affected. In the
yellow zone with a concentration of 30 ppm is the village of Skalité with 5247 inhabitants.
There is no watercourse in the zone endangered by the leakage of dangerous substances.
The area affected by the leakage of the hazardous substance is not located in the protected
landscape area [26–28].
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3.1.7. Leakage of a Dangerous Substance at the Skalité-Zwadon-Myto Border Crossing

At the border crossing located in the Horná Orava called Skalité, a car and a tanker
carrying dangerous substances were involved in an accident. Here, a crack with a diameter
of 25 cm formed and ammonia gases began to escape into the air and disperse to the
southwest, as depicted in Figure 8.
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Figure 8. Graphical representation of the dispersion of a dangerous substance at the Skalité-Zwardoň-
Myto border crossing [24,25].

In the red zone, with a concentration of 1000 ppm reaching a distance of 389 m, there
is a tank driver, a car driver, vehicles travelling on the road and two objects. In the orange
zone with a concentration of 160 ppm, there are three residential houses belonging to
the village of Skalité. In the yellow zone, reaching a distance of 2.02 km, there is the
village of Skalité with 5247 inhabitants. There is no watercourse in the zone endangered
by the leakage of dangerous substance. The area affected by the leakage of the dangerous
substance is not located in the protected landscape area [26–28].

3.1.8. Leakage of a Dangerous Substance at the Novot’-Ujsoly Border Crossing

Due to the driver’s inattention, the tank carrying the dangerous substance went in the
opposite direction, where it collided with a car. This accident caused damage to the tank,
from which ammonia began to leak southeast into the surroundings through a crack with a
diameter of 25 cm, as depicted in Figure 9.

Vapours with a concentration of 1100 ppm hit the driver of the tank and the car. They
dispersed further southeast to a distance of 311 m, where they hit two buildings, one of
them a customs building. In the orange zone with a concentration of 160 ppm reaching a
distance of 856 m, there are three other objects. The yellow zone with a concentration of
30 ppm affected a nearby wood of the village of Novot’ with 3713 inhabitants. Ammonia
vapours and gases escaped in the area belonging to the Horná Orava Protected Landscape
Area. There is no water stream affected by the leaked hazardous substance. [26–28].
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Figure 9. Graphical representation of the dispersion of a dangerous substance at the Novot’-Ujsoly
border crossing [24,25].

3.1.9. Leakage of a Dangerous Substance at the Border Crossing Oravská
Polhora-Korbielow

An accident involving a tanker carrying ammonia occurred at the Oravská Polhora
border crossing. The cause was the driver’s micro-sleep. A crack with a diameter of 25 cm
formed on the vehicle’s cistern, from which a dangerous substance began to evaporate into
the air, as demonstrated in Figure 10. Ammonia gas dispersed in a southeast direction.
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Figure 10. Graphical representation of the dispersion of a dangerous substance at the border crossing
Oravská Polhora-Korbielow [24,25].

In the red zone with a concentration of 1100 ppm extending to a distance of 311 m,
there is a tank driver trapped in the vehicle. There are no objects in the orange zone, with a
concentration of 160 ppm reaching a distance of 856 km. Additionally, in the yellow zone
with a concentration of 30 ppm, the area is inhabited. The zone endangered by the leakage
of a hazardous substance is located in the Orava Protected Landscape Area. There is no
water stream affected by the vapours of the leaked hazardous substance [26–28].
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3.1.10. Leakage of a Dangerous Substance at the Bobrov-Wincerówka Border Crossing

The driver of a tanker transporting a dangerous substance through the Bobrov border
crossing located in the Orava Protected Landscape Area lost control of the overturned
vehicle due to a wet and slippery road. A sharp object pierced the body of the tank, in
which a crack with a diameter of 25 cm formed and a dangerous substance began to escape
from it into the surroundings in a southwest direction, as depicted in Figure 11.
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Figure 11. Graphical representation of the dispersion of a dangerous substance at the border crossing
Bobrov-Wincerówka [24,25].

In the red zone with a concentration of 1100 ppm extending to a distance of 311 m,
there is a tank driver and persons on the road leading through the border crossing. There
are no objects in the orange zone with a concentration of 160 ppm reaching a distance of
856 m. This area is formed by an array. However, in this zone, the presence of persons
in motor vehicles transported by road or towards the border crossing point is presumed.
There are no buildings affected in the yellow zone with a concentration of 30 ppm. An
ammonia concentration of 30 ppm will not affect any part of the Orava reservoir [26–28].

3.1.11. Leakage of a Dangerous Substance at the Trstená-Chyžné Border Crossing

The driver of a tanker transporting compressed ammonia across the border of the
Slovak Republic and Poland incorrectly entered a lane. Subsequently, there was a collision
with a car, causing damage to the tank. A crack with a diameter of 25 cm was formed on the
body of the tank, from which ammonia began to leak into the surroundings in a southwest
direction, as depicted in Figure 12.

In the zone with an ammonia concentration of 1100 ppm reaching a distance of 311 m,
there is a tank driver and a vehicle on the road. The restaurant, which is expected to house a
large number of people nearby, is also affected by fumes with a concentration of 1100 ppm,
along with six objects. Ammonia fumes are blown to the southwest with a concentration
of 160 ppm to a distance of 856 m, where there are no other buildings. The ammonia
concentration of 30 ppm in the yellow area also affected the gas station on the road. The
leakage of a dangerous substance occurred on the territory of the Horná Orava Protected
Landscape Area [26–28].
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Figure 12. Graphical representation of the dispersion of a dangerous substance at the Trstená-Chyžné
border crossing [24,25].

3.1.12. Leakage of a Dangerous Substance at the Suchá Hora Border Crossing

At the Suchá Hora border crossing, a traffic accident occurred due to a violation of
road traffic rules. A vehicle carrying a dangerous substance overturned and struck a sharp
object. A crack with a diameter of 25 cm formed in the tank, from which ammonia fumes
began to disperse to the west, as demonstrated in Figure 13.
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Figure 13. Graphical representation of the dispersion of a dangerous substance at the Suchá Hora
border crossing [24,25].

In the red zone with a concentration of 1100 ppm reaching a distance of 311 m, there
is a tank driver, a car driver and vehicles travelling on the road leading to the border
crossing by the Slovak Republic. The concentration of 1100 ppm ammonia will affect the
uninhabited area between the borders and the village Suchá Hora. In the orange zone with
a concentration of 160 ppm reaching a distance of 778 m, there are 24 buildings with the
character of residential houses and agricultural buildings. In the yellow zone, almost the
whole centre of the village of Suchá Hora with 1455 inhabitants will be affected. If the wind
directions were directed to the southeast in the simulation, the fumes of the dangerous
substance would hit TANAP [26–28].
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3.2. Map of the Endangered Area Due to the Leakage of a Dangerous Substance in the Border Areas
of the Slovak Republic of the Žilina Region

Humans are the worst target in terms of the consequences of exposure to hazardous
substances. If the action of dangerous substances causes damage to human health or causes
death, it is an irreversible event [29]. During an examination of the possibility of leakage
at individual border crossings, it was found that in almost all investigated situations, the
most endangered are those who are on the road near the leakage of a dangerous substance
in the wind direction and cannot leave it on their own; for example, if they are trapped in a
vehicle as a result of an accident or unconsciousness. Few human dwellings located in the
red zone at a concentration of 1100 ppm were endangered in a significant way at the Suchá
Hora, Čadca-Milošová-Šance border crossings. For an overview, the results are summarised
in Table 1. Since the area affected by the fumes of the escaped dangerous substance extends,
the numbers of inhabitants in the yellow zone with a concentration of 30 ppm will be given
only as an indication, according to the population of the affected municipality.

Table 1. Evaluation of the impacts of the leakage of a dangerous substance on the population and
environment at individual border crossings [26–28,30].

Border Crossing
Number of Affected Objects The Population Presence of

Water Flow
Affected

PLAAEGL-1 AEGL-2 AEGL -3

Makov (E442) 0 1 1710 No Yes
Makov-Velké Karlovice–Bílá-Bumbálka 2 2 N/A No Yes

Klokočov-Bílá 10 12 2287 No Yes
Čadca-Milošová-Šance 0 31 23,328 No No

Svrčinovec-Mosty u Jablunkova 2 15 3370 No No
Skalité-Zwardoň–Myto 2 0 0 5247 No No
Skalité-Zwardoň-Myto 2 3 5247 No No

Novot’–Ujsoly 2 3 3713 No Yes
Oravská Polhora-Korbielów 0 0 N/A No Yes

Bobrov-Wincerówka 0 0 N/A No Yes
Trstená-Chyžné 6 6 N/A No Yes

Suchá hora 0 24 1455 No No

Based on the calculations in the ALOHA programme, the concentration of ammonia
in the red zone of AEGL-3 reached the value of 1100 ppm, which is 766.180 mg/m3.
This concentration can lead to death or life-threatening exposure to the human body for
60 min [28]. Even at concentrations above 200 mg/m3, a person feels intolerable irritation,
chest pain, stomach pain, headache, convulsions, respiratory and circulatory disorders, loss
of orientation and renal arrest [31]. In the orange zone of AEGL-2 with a concentration of
160 ppm, calculated at 114,444 mg/m3, exposure for 60 min, can cause severe long-term
damage to health and put the driver in a state of inability to move independently without
the help of another person [30]. This concentration causes respiratory irritation, tearing
and sneezing in humans [32]. The yellow zone of AEGL-1 with a concentration of 30 ppm,
which is 20.896 mg/m3, is a zone in which a person experiences considerable discomfort
and irritation during exposure, but it is only temporary [30].

People in enclosed spaces are more protected than people who are outdoors. However,
the ALOHA CAMEO evaluation programme does not consider it. By closing the windows,
switching off the ventilation and using improvised respiratory protective equipment, it is
possible to reduce the effects of ammonia fumes on the human body [31].

In addition to adverse effects on the human body, ammonia vapours can pose a serious
threat to nature. Ammonia can change the pH value of aquatic ecological systems and
is very toxic to aquatic organisms [33]. The degree of toxicity also depends on the pH
and temperature of the water. Aquatic plants are more resistant to ammonia than aquatic
animals. The tolerance of individual ammonia concentrations depends on whether they
are invertebrates or fish that are less resistant to its effects. Experiments have demonstrated
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that a lethal concentration of ammonia for fish is from 0.2 to 2.0 ppm. Even at ammonia
concentrations above 0.1 ppm, permanent damage to the body organs of fish occurs even
with short-term exposure [34]. Ammonia is not harmful to vegetation at low concentrations
but is damaging at higher concentrations [35].

The leakage of a dangerous substance will also prevent safe crossing of the border
crossing, often without the possibility of bypassing. There is a presumption that the vehicles
will be standing in a convoy, and it will be almost impossible to enter the oncoming lane
from this convoy and reach safety. It is also assumed that vehicle drivers and their crew
will leave the vehicles in a panic and walk on the road, exposing them to the further danger
of a collision with moving vehicles. Significant danger is posed by situations where the
leakage of a dangerous substance triggers many other adverse events, such as an explosion
or fire, as ammonia is a flammable gas which may explode when heated. The scenarios
described in this paper would, therefore, be different if the explosion of ammonia vapours
and gases were considered together with the occurrence of a fire. However, due to the scale
of this work, only the effects of the leakage of the substance itself have been addressed.
The results indicate that even a single tank containing ammonia NH3, under favourable
meteorological conditions for the dispersion of hazardous substances, poses a significant
threat to human, animal and environmental health.

To present the findings concerning the use of border crossings and their usability in the
future for the transport of dangerous goods, it is necessary to create a map that will contain
all border crossings that are suitable for ADR transport in terms of surface quality and road
width. Subsequently, in Figure 14, the representation of the extent of the endangered area
by the leakage of a hazardous substance in the direction of wind flow from 0◦ to 360◦ in
the territory of the Slovak Republic was completed. The yellow semicircles on the map
are marked as the zones endangered by the leakage of a dangerous substance in Slovakia,
when the wind flows in all directions. Border crossings are marked with yellow pins.
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Names of border crossing points to the left: Makov, Makov–Velké Karlovice–Bílá–
Bumbálka, Klokočov–Bílá, Čadca–Milošová–Šance, Svrčinovec–Mosty u Jablunkova, Skalité–
Zwardoň–Myto 2, Skalité–Zwardoň–Myto, Novot’–Ujsoly, Oravská Polhora–Korbielów,
Bobrov–Wincerówka and Trstená–Chyžné, Suchá Hora.
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4. Discussion

Crisis managers use their skills and abilities to create a safe environment. They pay
close attention to the preparedness of the population to deal with various extraordinary
events, disasters or emergencies [36]. When focusing on accidents involving the release
of hazardous substances, crisis managers use available software that can simulate dif-
ferent accident scenarios. There are many unforeseen events and risks associated with
the transport of dangerous goods by road, which can be applied in numerous potential
accident scenarios [37]. There are several software programmes available, including a freely
distributable and frequently used Aloha programme. Several authors used it to simulate
the leakage of hazardous substances in road transport [38–42]. Therefore, it is suitable for
crisis managers in public administration who can simulate various leaks with a possible
impact on the environment. Such simulations enable taking appropriate measures and
planning improvements to the crisis management system.

One of the primary measures is to change the dispersion of the dangerous substance,
if possible. Consequently, we must consider that the danger of the dispersion of escaping
substances is not limited to their physical-chemical properties but is also affected by various
weather conditions [43–45]. Modelling with different input data in the ALOHA CAMEO
software determined that the inversion has the most significant effect on the dispersion of
the hazardous substance under meteorological conditions.

For the same input data, the presence of inversion could increase the range of the
vapours and gases escaped up to three times than in the case of the simulation without
the presence of inversion. Various smart technologies should also be used for weather
prediction [46,47]. These technologies should be used by hydrometeorology centres and
be provided to crisis managers in public administration. Crisis managers would review
this information and inform carriers of dangerous substances in their territory, who could
consider a plan for the transport of dangerous substances, if the situation allows. Assuming
weather conditions in border areas, crisis managers could contact crisis managers in the
neighbouring countries.

The expected number of people endangered by the leakage of hazardous substances in
the Slovak Republic is approximately one million. In terms of the Žilina Region, the number
is approx. 130,000 people. From the above calculations, it is economically unmanageable
to provide special means of individual protection for all these persons. Therefore, every
vulnerable person must have the correct habits to respond to emergencies caused by
leaks of hazardous substances from vehicles [5]. Concentrations are relatively fast (for
example, in the red zone, the increase to AEGL3 values ranges from 5 to 15 min), but due
to the conditions these values will remain there for a short time, a maximum of 20 min,
and then disperse. Thus, we can assume that the respective rescue response will not be
sufficiently fast to warn the population. Therefore, informing the public about possible
threats concerning the transport of dangerous substances in their surroundings is one of
the most significant proposals in prevention, to prepare the population for self-help and
self-protection.

However, the readiness of the population to deal with emergencies is still at an
insufficient level, despite the guaranteed free access to information by Act no. 211/2000 Coll.
on free access to information. The need to prepare the population for emergencies is
underestimated by the general public and, in some cases, even facilitated [3]. The use of
disaster management scenarios is part of crisis management. Some authors point to urban
disaster resilience scenarios [48]. Other authors using the created scenario solution suggest
appropriate assistance in dealing with the consequences of disasters [49–51]. Riddele et al.
provide several scenarios to assist with more appropriate fund management [52]. Gibsson
et al., in turn, examined eight case studies published in a single issue to find a method to
combine and use them appropriately [53]. Case studies can be used as examples or as a
research tool. We can use them to develop the prevention, preparedness and management
of disasters and emergencies. It is necessary that the teaching process at universities
addresses current issues and prepares experts [54–56]. It is possible to reduce their negative
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impact on the environment concerning the life and health of the population located in
vulnerable zones [2].

There are many approaches to using scenarios and software in disaster management.
However, we must adapt the scenarios to the actual environment. In an emergency or a
disaster, several different areas can be affected at once. Therefore, the paper focused on
specific events in border areas that could affect the Slovak environment. Crisis management
has a specific hierarchy in Slovakia. The district office manages the emergency in its territory.
If an extraordinary event affects several districts, it is managed by the district office in the
seat of the region. To manage disasters properly, you should also prepare scenarios of
potential emergencies and disasters that you share with other district authorities in your
region. In the paper, we created the maps of possible extraordinary events in the border
areas of the entire Žilina region that had never been created before, using scenarios and
Aloha software.

The maps can correctly identify the procedures in the event of an accident with the
leakage of hazardous substances at borders. Scenarios further develop the issue and discuss
it. Similar maps should be created by other Slovak regions and, thus, a unified map for
the whole territory would be created. It is also possible to supplement the impact of
safe substances on the territory of neighbouring countries, which would reflect all wind
directions. This step will allow for a better response and cooperation between countries in
dealing with this type of crisis. The results can also form the basis for individual agreements
between them, as well as some important documents such as the agreement on cross-border
cooperation between neighbours or Regulation (EU) 2021/836 of the European Parliament
and of the Council of 20 May 2021 amending Decision no. 1313/2013/EU on a Union Civil
Protection Mechanism.

5. Conclusions

In crisis and adverse events, it is more advantageous to take preventive measures
than to eliminate their consequences. However, in case of an emergency, it is necessary
to take the most appropriate measures to reduce the negative impact on the environment.
To support decision making, crisis managers can use simulation tools and create various
scenarios to understand the nature of possible risks. In the paper, we identified the border
crossings in the territory of the Žilina Region. In the analysis of border crossings at which
ADR transport is or might be performed in the future and simulations of the leakage of
dangerous substances on their territory, we pointed out that the differences in impacts on
population and nature among individual border crossings are fundamentally different. The
most significant impacts are the distance of human dwellings from the place of the leakage
of hazardous substances, the presence of watercourses and the location of the border
crossing in the PLA, or the vicinity of the national park. A significant factor influencing the
extent of the threat is the presence of a high-traffic road near the border crossing. In the
event of a leak of a dangerous substance, this road would have to be closed, thus paralyzing
traffic. There are also people who may be at risk of escaping a dangerous substance on
high-traffic roads.

We developed a map of the Žilina Region, in which the zones of the danger of the
leakage of hazardous substances at individual border crossings are marked. A graphical
representation of all border crossing points through which dangerous goods are or can be
transported in the future, with an indication of the extent of the hazardous areas of the
dangerous substance vapours and gases escaping, is a tool that can raise the awareness
of the general public on the protection of the population against emergencies. Moreover,
this map could also be the basis for tactical exercises of the integrated rescue system units.
Additionally, such data can reveal what impact an accident near the border would have
on the environment of the Slovak Republic. The solved problem creates space for further
research with a focus on other regions, the impact abroad and also on the transport of
hazardous substances by rail.

50



Atmosphere 2022, 13, 836

Author Contributions: Conceptualization, J.K. and M.P.; methodology, J.K., M.P. and S.S.; software,
J.K., M.P. and S.S.; validation, K.H., J.K. and A.K.; formal analysis, J.K. and S.S.; investigation, J.K.,
M.P., K.H., V.S., S.M. and A.K.; resources, J.K., M.P., K.H., S.S., V.S., S.M. and A.K.; data curation, J.K.,
M.P. and S.S.; writing—original draft preparation, J.K., M.P. and S.S.; writing—review and editing,
J.K., M.P., K.H., S.S., V.S., S.M. and A.K.; visualization, J.K. and S.S.; supervision, J.K., A.K.; project
administration, J.K., M.P. and K.H.; funding acquisition, J.K. and K.H. All authors have read and
agreed to the published version of the manuscript.

Funding: This article was created as a one of research project Grant Agency of the Ministry of
Education, Science, Research and port of the Slovak Republic VEGA 1/0581/19 Stating the Social and
Individual Risk of Employees and Public Resulting from Impacts of the Domino Effects Caused by
Industrial Accidents, VEGA No. 1/0628/22 The Security Research in Municipalities with Emphasis
on the Citizens’ Quality of Life. Grant System of University of Zilina No. 12755/2021 Testing
of selected means of individual protection and Grant System of University of Zilina-The project
to support young researchers: Methods of Reducing their Possible Escalation and Research into
the readiness of municipalities to deal with emergency events with an emphasis on the safety of
the inhabitants.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Act of the National Council of the Slovak Republic No. 42/1994 Coll. on Civil Protection. Available online: https://www.slov-

lex.sk/pravne-predpisy/SK/ZZ/1994/42/20220226 (accessed on 22 October 2021).
2. Makovicka Osvaldova, L.; Markova, I.; Jochim, S.; Bares, J. Experimental Study of Straw-Based Eco-Panel Using a Small Ignition

Initiator. Polymers 2021, 13, 1344. [CrossRef] [PubMed]
3. Polorecka, M.; Kubas, J.; Danihelka, P.; Petrlova, K.; Repkova Stofkova, K.; Buganova, K. Use of Software on Modeling Hazardous

Substance Release as a Support Tool for Crisis Management. Sustainability 2021, 13, 438. [CrossRef]
4. Ballay, M.; Sventeková, E.; Prievozník, P. System approach to assessing the criticality of key elements in road transport. In Transport

Means 2020: Proceedings of the 24th International Scientific Conference; Kauno Technologijos Universitetas: Kaunas, Lithuania, 2020;
pp. 702–706. ISSN 1822-296X.

5. Hassankhani, M.; Alidadi, M.; Sharifi, A.; Azhdari, A. Smart City and Crisis Management: Lessons for the COVID-19 Pandemic.
Int. J. Environ. Res. Public Health 2021, 18, 7736. [CrossRef] [PubMed]

6. Paraskevas, A.; Quek, M. When Castro seized the Hilton: Risk and crisis management lessons from the past. Tour. Manag. 2019,
70, 419–429. [CrossRef]

7. Titko, M.; Ristvej, J. Assessing Importance of Disaster Preparedness Factors for Sustainable Disaster Risk Management: The Case
of the Slovak Republic. Sustainability 2020, 12, 9121. [CrossRef]

8. Wilkinson, E.; Mysiak, J.; Oliveira, C.S.; Peters, K.; Surminski, S. Managing disaster risk. In Science for Disaster Risk Management
2017: Knowing Better and Losing Less; Poljanšek, K., Ferrer, M.F., De Groeve, T., Clark, I., Eds.; European Commission: Brussels,
Belgium, 2017; pp. 442–515.

9. Buganova, K.; Luskova, M.; Hudakova, M. Early Warning Systems in Crisis Management. In PT I Book SeriesLecture Notes in
Management Science, Proceedings of the International Conference on Management Innovation and Business Innovation (ICMIBI 2013),
Singapore, 21–22 April 2013; ICMIBI: Singapore, 2013; Volume 15, pp. 218–223.

10. Sovcikova, L.; Coneva, I.; Otakar, J.M.; Sabo, J. Serious Industrial Accidents and Their Consequences. Žilina 2005. FŠI ŽU.
Available online: http://fsi.uniza.sk/kpi/dokumenty/zph.pdf (accessed on 28 August 2021).

11. Zografos, K.G.; Vasilakis, G.M.; Giannouli, I.M. Methodological framework for developing decision support systems (DSS) for
hazardous materials emergency response operations. J. Hazard. Mater. 2000, 71, 503–521. [CrossRef]

12. Dangerous Goods Transport Problems in the European Union and Poland. Available online: https://www.researchgate.net/publication/
301718625_Dangerous_Goods_Transport_Problems_in_the_European_Union_and_Poland (accessed on 1 November 2021).

13. Kanj, H.; Flaus, J.M. An Agent-based framework for mitigating hazardous materials transport risk. In Proceedings of the IEEE
International Conference on Evolving and Adaptive Intelligent Systems, Douai, France, 1–3 December 2015. [CrossRef]

14. Santella, N.; Steinberg, L.J. Accidental Releases of Hazardous Materials and Relevance to Terrorist Threats at Industrial Facilities.
J. Homel. Secur. Emerg. Manag. 2011, 8, 53. [CrossRef]

15. Forrester, J.W. Industrial dynamics: A major breakthrough for decision makers. Harv. Bus. Rev. 1958, 36, 37–66.
16. Gordon, G. A general purpose systems simulation program. In Proceedings of the December, Eastern Joint Computer Conference:

Computers-Key to Total Systems Control, Washington, DC, USA, 12–14 December 1961; ACM: New York, NY, USA, 1961;
pp. 87–104.

51



Atmosphere 2022, 13, 836

17. Borshchev, A.; Filippov, A. From system dynamics and discrete event to practical agent based modeling: Reasons, techniques,
tools. In Proceedings of the 22nd International Conference of the System Dynamics Society, Oxford, UK, 25–29 July 2004;
Volume 22.

18. McKinsey & Company. The Future of Risk Management in the Digital Era. Available online: https://www.mckinsey.com/business-
functions/risk-and-resilience/our-insights/the-future-of-risk-management-in-the-digital-era (accessed on 1 November 2021).

19. Tomasoni, A.M. Models and methods of risk assessment and control in dangerous goods transportation (DGT) systems, using
innovative information and communication technologies. In Chemical Sciences; NNT: 2010ENMP1703; Pastel-00006223; École
Nationale Supérieure des Mines de Paris: Paris, France; Università degli studi di Genova—Italie: Liguria, Italy, 2010. (In English)

20. Ministry of Interior of the Slovak Republic. Overview of the Most Frequently Transported Chemical Hazardous Substances [on-
line]. MINV SR. Available online: https://www.minv.sk/swift_data/source/miestna_statna_sprava/ou_trnava/okr/informacie/
Chemicke_nebezpecne_latky.pdf (accessed on 10 April 2021).

21. Buzalka, J.; Roth, R. Analysis and Monitoring of Sources of Threat in Civil Protection; Police Academy in Bratislava: Bratislava,
Slovakia, 2006; ISBN 80-8054-372-0.

22. Decree of the Ministry of the Interior of the Slovak Republic No. 533/2006 Coll; On Details of the Protection of the General Public
Against the Effects of Dangerous Substances; Ministry of the Interior of the Slovak Republic: Bratislava, Slovakia, 2006.

23. Daloš, A. Hazardous Substances and Ecological Accidents; FŠI ŽU: Žilina, Slovakia, 2003; ISBN 80-8070-056-7.
24. ALOHA Software Version 5.4.7. Available online: http://www.epa.gov/oem/content/cameo/aloha.htm (accessed on 20 April 2021).
25. Google Earth. Available online: https://earth.google.com/web/@0,0,0a,22251752.77375655d,35y,0h,0t,0r (accessed on 7 May 2021).
26. Google Maps. Available online: https://www.google.com/maps (accessed on 7 May 2021).
27. Population by Sex—Municipalities (Per Year); Štatistický úrad SR: Bratislava, Slovakua; Available online: http://datacube.statistics.

sk/#!/view/sk/VBD_DEM/om7101rr/v_om7101rr_00_00_00_sk (accessed on 20 April 2021).
28. Žilina Region—Protected Natural Areas. Electronic portal Guide to Slovakia. Available online: https://www.sprievodcaposlovensku.

com/zilinsky-kraj/prirodne-chranene-uzemia-v-kraji/ (accessed on 10 April 2021).
29. Tureková, I.; Kuracina, R. Žilina Region—Protected Natural Areas; Slovenská technická univerzita v Bratislave: Bratislava, Slovakia,

2013; ISBN 978-80-227-4055-5.
30. Acute Exposure Guideline Levels (AEGLs) [Online]. Office of Response and Restoration. Available online: https://response.

restoration.noaa.gov/oil-and-chemical-spills/chemical-spills/resources/acute-exposure-guideline-levels-aegls.html (accessed
on 15 June 2021).

31. Information for the Public on the Plan for the Protection of the Population in the Event of an Emergency on the Territory of the Capital City of
the Slovak Republic, Bratislava; Magistrát hlavného mesta SR Bratislavy: Bratislava, Slovakia. Available online: https://www.google.
com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&ved=2ahUKEwjMrOeBhrPwAhWlDGMBHTFdAqAQFjAAegQIBRAD&
url=https%3A%2F%2Fbratislava.blob.core.windows.net%2Fmedia%2FDefault%2FDokumenty%2FStr%25C3%25A1nky%
2FChcem%2520vybavit%2FPlan%2520ochrany.pdf&usg=AOvVaw0MEOgtjl2KmdNg4Ar8ADHl (accessed on 18 July 2021).

32. Ministry of Interior of the Slovak Republic. Information to the Public. Available online: https://www.minv.sk/swift_data/source/
miestna_statna_sprava/ou_partizanske/okr/pril%202%20Karta%20bezpecnostnych%20udajov_amoniak_OUPE.pdf (accessed
on 6 May 2021).

33. Ministry of Interior of the Slovak Republic [Online] General Instructions for Ammonia Leakage. Available online: https://www.
google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&ved=2ahUKEwj_mqaziLPwAhUjDGMBHSWPB4wQFjAAegQIBRAD&
url=https%3A%2F%2Fwww.minv.sk%2Fswift_data%2Fsource%2Fverejna_sprava%2Fobu_bardejov%2Fslobodny_pristup_k_inf%
2Focoakr%2FVseobecne_pokyny_obyvatelom_pre_pripad_uniku_AMONIAKU.pdf&usg=AOvVaw0c6dDyy1Q1pkONhjzDMBaW
(accessed on 9 November 2021).

34. Oram, B. Ammonia in Groundwater, Runoff, Surface Water, Lakes and Streams. Water Research Center Dost. Available online:
https://water-research.net/index.php/ammonia-in-groundwater-runoff-and-streams (accessed on 11 August 2021).

35. Safety Data Sheet: AMMONIA. Unipetrol. 2014. Available online: http://www.unipetrol.sk/SK/PonukaProduktov/Documents/
Amoniak_SDS_SK_AnnII2010_8ES.pdf (accessed on 15 August 2021).

36. Ristvej, J.; Lacinak, M.; Ondrejka, R. On Smart City and Safe City Concepts. Mob. Netw. Appl. 2020, 25, 836–845. [CrossRef]
37. Ylipulli, J.; Luusua, A. Smart cities with a Nordic twist? Public sector digitalization in Finnish data-rich cities. Telemat. Inform.

2020, 55, 101457. [CrossRef]
38. Center for Chemical Process Safety of the American Institute of Chemical Engineers. Guidelines for Use of Vapour Cloud Dispersion

Models; Wiley-AIChE: New York, NY, USA, 1996.
39. Wesierski, T.; Gałazkowski, R.; Zboina, J. Determining the danger zone during the chemical rescue action. Przem. Chem. 2012, 91,

582–584.
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Abstract: The coupling effects of sandstorm and dust from coal bases themselves can have a major
impact on the atmospheric environment as well as on human health. The typical coal resource city of
Wuhai in Inner Mongolia was selected in order to study these impacts during a severe sandstorm
event in March 2021. Particulate matter (PM1, PM2.5 and PM10) and total suspended particulate matter
(TSP) samples were collected during the sandstorm event of 15–19 March 2021 and non-sandstorm
weather (11–13 March 2021) and analyzed for their chemical composition. The concentrations of
PM1, PM2.5, PM10 and TSP in Wuhai city during the sandstorm were 2.2, 2.6, 4.8 and 6.0 times
higher than during non-sandstorm days, respectively. Trace metals concentrations in particles of
different sizes generally increased during the sandstorm, while water-soluble ions decreased. Positive
matrix fraction (PMF) results showed that the main sources of particles during both sandstorm and
non-sandstorm days were industrial emissions, traffic emissions, combustion sources and dust. The
proportion of industrial emissions and combustion sources increased compared with non-sandstorm
days, while traffic emissions and dust decreased. The backward trajectory analysis results showed
that airflows were mainly transported over short distances during non-sandstorm days, and high
concentration contribution source areas were from southern Ningxia, southeast Gansu and western
Shaanxi. The airflow was mainly transported over long distances during the sandstorm event, and
high concentration contribution source areas were from northwestern Inner Mongolia, southern
Russia, northern and southwestern Mongolia, and northern Xinjiang. A health risk analysis showed
that the risk to human health during sandstorm days related to the chemical composition of particles
was generally 1.2–13.1 times higher than during non-sandstorm days. Children were more susceptible
to health risks, about 2–6.3 times more vulnerable than adults to the risks from heavy metals in the
particles under both weather conditions.

Keywords: sandstorm; coupling effect; chemical components; pollutants source; health risk

1. Introduction

Sandstorms usually occur when strong winds draw large amounts of sand and dust
from exposed dry soil into the atmosphere. This can cause wind erosion, sand burial and
land degradation. At the same time, the accumulation of large amounts of dust particles can
reduce atmospheric visibility [1], damage crop growth and pollute the natural environment.
In addition, dust containing various toxic chemicals, germs, etc. can penetrate the human
mouth, nose, eyes and ears through protective layers of clothing, and cause respiratory
diseases [2–4]. Sandstorms often occur in arid and semi-arid areas due to the sparse
vegetation and loose soil on the underlying surface [5–8]. Although some studies have
found an overall decreasing trend in the number and intensity of spring sandstorm events
in East Asia [9], the study of several dust events in Asia in recent years has shown that
the pollution caused by dust aerosols may still have significant impacts on the regional
atmosphere, health conditions and socio-economic activities [10–14].
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Northwest China has a dry climate and frequent high winds, making it a sandstorm-
prone area. Sandstorms mainly occur in spring [15]. With the rapid socio-economic
development and urbanization of the area, excessive land development and cultivation
have resulted in a large amount of bare and loose soil, which provides a large source of dust
to feed sandstorms. In addition, the region is rich in coal resources, with coal production ac-
counting for 30% of the total coal production in China. The region is dotted with numerous
open-pit and underground coal mines. Predatory and extensive mining of coal resources
has resulted in surface subsidence, reduced vegetation cover and loose soil, the combined
effects of which release dust into the atmosphere when sandstorms occur. Coupling effects
can occur when sandstorms mix with dust from coal bases themselves, degrading the
atmospheric environment in affected regions and even globally [16]. The coupling effects
are mainly reflected in the chemical composition of local atmospheric particulate matter
and its concentration and pollutant sources, together with the human health response. For
instance, the occurrence of sandstorms can lead to an increase in the concentration of some
dust tracers (i.e., Al, Ca, Fe, Ti) [17], while the amount of water-soluble ions varies between
particle sizes [17,18]. However, the magnitude of the effects arising from this coupling
is unknown. Previous studies mainly focused on sandstorms, including the detection of
desert dust [5,19,20], analysis of dust composition and properties [7,21–23], and observa-
tion and model simulation of long-range dust transport [24–27]. Few studies have been
conducted on the source apportionment of pollutants, the local atmospheric environment
and the impact on human health under the coupling effects of sandstorm and local dust.

On 15 March 2021, affected by strong wind behind the frontal cyclone cloud system, a
severe sandstorm occurred in Inner Mongolia, northern North China, western Northeast
China and eastern Northwest China [28]. This was the most intense and widespread dusty
weather process that China had experienced in the past 10 years. The optical properties
of aerosols and the changes of weather conditions have been studied in detail during this
sandstorm occurrence [16]. However, the influence of this sandstorm coupled with the
dust of coal mining cities has not yet been studied. The understanding of this coupling
effect can provide a reference basis for the prevention of air pollution in coal resource cities,
and for the collaborative management of air pollution across regions. In this study, we
compared and analyzed the effects of particulate matter on environment and human health
during sandstorm and non-sandstorm weather from the perspective of particle composition.
Particulate matter (PM1, PM2.5 and PM10) and total suspended particulate matter (TSP)
samples were collected and analyzed for their chemical composition during sandstorm
and non-sandstorm days in Wuhai, Inner Mongolia, a typical coal resource city in the
northwest arid desert region. The main aims of the study were (1) to compare the changes
of particulate matter concentrations and elemental concentrations during sandstorm and
non-sandstorm days; and (2) to analyze the difference of pollutant sources and risks to
human health during sandstorm and non-sandstorm days using a Positive Matrix Fraction
(PMF) model and backward trajectory analysis.

2. Data Sources and Methods
2.1. Study Area

Wuhai City (106.82◦ E, 39.67◦ N) is an emerging industrial city in the western part of
the Inner Mongolia Autonomous Region, with coal reserves of more than 3 billion tons,
mainly high-quality coking coal, accounting for about 60% of the coking coal reserves in the
whole autonomous region. It is located in a warm temperate zone, which is a continental
monsoon climate area. The temperature range is −28.9 to 40.2 ◦C; the annual average
temperature is 10.1 ◦C. The average annual precipitation is 159.8 mm, and annual average
evaporation is 3289 mm. Westerly and northwesterly winds are prevalent in the region, and
high wind activity is mainly concentrated in spring (March to May). The wind direction
was NNW during this study. Frequent wind and sandy weather there tends to cause more
serious wind and sand disasters. The annual number of sandy days is greater than 80 d.
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2.2. Satellite Data and Air Pollution Monitoring Data

Since a previous study has found similar spatial and temporal distribution patterns
of PM1, PM2.5, PM10 and TSP in the region in spring [29], we presume that their transport
and source trajectories are also comparable, so this study focuses on the spatio-temporal
distribution and backward trajectory analysis of PM2.5 and PM10. Sandstorm transport data
via satellite came from the Desertification Monitoring Center of the National Forestry and
Grassland Administration of China. Hourly average PM2.5 and PM10 data were obtained
from China Air Quality Online Monitoring and Analysis Platform (https://www.aqistudy.
cn/). Four mid-volume atmospheric integrated samplers (YR-6120 for PM1 and PM2.5,
KC-6120 for PM10, TH-150D II for TSP) were mounted 6.5 m above the ground surface in
the urban area (106.83◦ E, 39.69◦ N) of Wuhai at the same time to collect PM1, PM2.5, PM10
and TSP, respectively, at a flow rate of 100 L·min−1. The sampling membrane used 90 mm
diameter quartz filters. Air samples were collected during days of sandstorm (15–19 March
2021) and non-sandstorm (11–13 March 2021). Samples were collected twice per day in the
daytime (08: 00 to 19:00 local time) and nighttime (19:00 to 08:00 local time), respectively. A
total of 64 samples were collected. Before and after sampling, the filter was weighed after
being equilibrated in a desiccator for 24 h. The weighed filter was placed in a ziplock bag
and stored at 4 ◦C until the sample was analyzed.

2.3. Chemical Analysis
2.3.1. Metal Elements

One-quarter of the filter membrane sample was selected and placed in a PTFE ablation
tube, and 5 mL hydrofluoric acid, 5 mL nitric acid, 5 mL perchloric acid were added. The
sample was digested at 200 ◦C for 4 h until the sample was clarified without precipitation.
The cap of the digestion tube was removed, and the process continued to drive the acid at
200 ◦C until about 1 mL of sample remained, and the volume was fixed to 47 mL. Al, Ba,
Fe, Mg, Sr, Ti, Zn, Cr, Cu, Mn, Pb and Sn contents were measured by inductively coupled
plasma mass spectrometry (ICP-MS, NexION 350X, PerkinElmer, Germany).

2.3.2. Water-Soluble Inorganic Ions

One-quarter of the filter membrane sample was carefully cut, weighed on an analytical
balance, and placed in a sample bottle. Then 100.0 mL of deionized water was added
to immerse the filter membrane, which was then covered and soaked for 30 min. It was
then placed in an ultrasonic cleaner for ultrasonic extraction for 20 min and the extraction
liquid was filtered off by a suction filter and poured into a sample tube. A suite of water-
soluble ions (Ca2+, Mg2+, Na+, K+, F−, Cl−, NO3

− and SO4
2−) was measured by ion

chromatography (ICS-900, Thermo, USA).

2.4. Source Identification Methods
2.4.1. PMF

PMF version 3.0 model software as recommended by the U.S. Environmental Protec-
tion Agency (USEPA) requires no source list and does not limit the number of sources [30].
With these strengths, it has been widely applied in source apportionment analyses. In
this experiment, samples of the various elements and inorganic water-soluble ions in PM1,
PM2.5, PM10 and TSP were selected for analysis to determine the main sources of airborne
particulate matter components from Wuhai city. The detailed principles of PMF model are
described in Supplementary S1.

2.4.2. Backward Clustering Trajectory

MeteoInfo software, based on the HYSPLIT4 model developed by the Chinese Academy
of Meteorological Sciences [31] was used to simulate the backward trajectory of air masses.
In this study, Wuhai City (106.57◦ E, 38.19◦ N) was selected as the receptor point of the
backward trajectory. The trajectory was extended backward for 72 h for the sandstorm
periods (15–19 March 2021) and non-sandstorm periods (11–13 March 2021). The simulated
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altitude was 500 m, which represents the effect of pollutant transport above the inversion
layer, and optimizes the simulated effect [32,33]. GDAS meteorological data with a spatial
resolution of 1◦ × 1◦ was provided by the U.S. National Center for Environmental Predic-
tion. Weighted potential source contribution function (PSCF) and Weighted concentration
weight trajectories (CWT) can further analyze the source of pollutants, and principles are
shown in Supplementary S2 (including Table S1 and Table S2.).

2.5. Health Risk Assessment

Since atmospheric pollutants enter the human body mainly by respiration, this study
mainly considers the health risks of metals via the respiratory route for adult males, adult
females and children. The calculation of carcinogenic risk (CR) and non-carcinogenic risk
(HQ) are shown in Supplementary S3.

3. Results
3.1. Sandstorm Transport Process Based on Remote Sensing Observations

A series of images observed by the Sunflower 8 satellite clearly depicted the transport
process of this sandstorm event and the main impact areas in northwest China (Figure 1).
The sandstorm event began during the night of 14–15 March 2021 (Figure 1a,b). The dust
moved eastward and southward from Mongolia and affected most of northern China. The
sandstorm continued from March 15 to 19 (Figure 1c–n), and the most severe dust impact
was from March 15 to 16. The sandstorm had the widest impact on 15 March at 6 pm
to 16 March at 6 pm (Figure 1c–f), involving eastern Gansu, southern Inner Mongolia,
northern Shaanxi, north central Ningxia, northern Shanxi, Hebei and other areas. Wuhai
was in the center of the sandstorm at this time and was strongly affected by the sandstorm.
From 12:00 to 18:00 on 16 March (Figure 1g,h), the dust continued to affect the northwest
including Wuhai and surrounding area, while the impact on the central region decreased.
During the night of 17 March (Figure 1i), the dust mainly affected eastern Gansu, southern
Inner Mongolia and other areas, while during the daytime (Figure 1j), the dust was mainly
concentrated in eastern Gansu, western Inner Mongolia and other areas. Dust in Wuhai
also dispersed in the daytime on 17 March. The impact of the dust on Inner Mongolia,
Gansu, Ningxia and other areas weakened on 18 March (Figure 1k,l), and Wuhai was near
the sandstorm but not affected. The impact of the sandstorm on the northwest region
diminished significantly on 19 March (Figure 1m). However, dust seriously impacted Inner
Mongolia and Ningxia in the evening (18:00) of the 19th (Figure 1n), while Wuhai was
also in the center of the sandstorm. The sandstorm then moved eastward (Figure 1o) and
dissipated significantly on the 21st (Figure 1p).
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Figure 1. Sandstorm transport process based on remote sensing observations: (a,b) sandstorm oc-

curred; (c–n) sandstorm continued; (o,p) sandstorm dissipation. 

Figure 1. Sandstorm transport process based on remote sensing observations: (a,b) sandstorm
occurred; (c–n) sandstorm continued; (o,p) sandstorm dissipation.
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3.2. Particulate Matter Concentration Observation
3.2.1. Spatial Distribution

The spatial distribution of particulate matter concentration during the sandstorm
(15–19 March) was mapped to study the intensity and extent of this sandstorm (Figure 2).
The results showed that the spatial distribution patterns of PM2.5 and PM10 concentrations
were similar. The high concentration values were mainly distributed in the Inner Mongolia,
Gansu and Ningxia areas. The PM concentrations in most cities in these areas were well
above the Level II limit values set by the Standard for Daily Average Concentration Limit
(DACL) of China (GB3095–2012) (75, 150 µg m−3; 24-h average) [34]. The high concentration
values on March 15 were distributed in north-central Gansu, northern Ningxia and west-
central Inner Mongolia, where PM2.5 and PM10 concentrations were above 400 µg/m3

and 1000 µg/m3, respectively. Correspondingly, PM2.5 and PM10 concentrations in Wuhai
also reached 451 µg/m3 and 1450 µg/m3, 6 and 10 times higher than DACL (China),
respectively. The high concentration values region moved westward on March 16, mainly
in east-central Gansu. Correspondingly, PM2.5 and PM10 concentrations in Wuhai were
112 µg/m3 and 790 µg/m3, respectively, which also far exceeded DACL (China). PM
concentration gradually decreased from 17–19 March. Areas of high particulate matter
concentration were mainly distributed in east-central Gansu and western Inner Mongolia,
where PM2.5 and PM10 concentrations reached more than 200 µg/m3 and 1000 µg/m3,
respectively. PM2.5 and PM10 concentrations in Wuhai on 17–18 March remained at around
100 µg/m3 and 700 µg/m3, respectively. However, the pollution worsened on March
19, with PM2.5 and PM10 concentrations in Wuhai reaching 160 µg/m3 and 1,074 µg/m3,
respectively, two and seven times higher than DACL (China).
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Figure 2. Spatial distribution of PM2.5 and PM10 concentrations during the sandstorm.

3.2.2. Temporal Variation

The daily changes in PM concentrations before and during the sandstorm event in
Wuhai (Figure 3a) showed that PM2.5 and PM10 concentrations were less than the Level
II limit values (75µg/m3 and 150µg/m3), with high temperature and humidity and low
wind speed before the occurrence of the sandstorm (Figure 3b). The temperature and
humidity decreased during the most severe hours of the sandstorm (15–16 March), while
the wind speed increased. PM2.5 concentration surged to 701µg/m3 at 2:00 on March
15 and then continued to increase to 1585 µg/m3 at 3:00. The following day, there was
a continuous downward trend until the concentration dropped to 183 µg/m3 at 15:00.
PM2.5 concentration remained between 100–300 µg/m3 from 16:00 on the 15th to 23:00
the following day. PM10 concentration spiked to 3298 µg/m3 at 2:00 on March 15 and
remained at this level until 7:00; then decreased from 8:00 on the 15th to 6:00 on the 16th,
but was still at a very high level between 1020–2528 µg/m3. Then, the concentration
decreased to less than 1000 µg/m3 from 7:00 to 23:00 on the 16th, but the lowest concen-
tration still reached 394 µg/m3. Humidity increased and wind speed decreased on March
17 and 18. PM2.5 and PM10 concentrations remained at low levels, below 200 µg/m3 and
1000 µg/m3,respectively during this period. PM2.5 and PM10 concentrations surged again
to 545 µg/m3 and 3444 µg/m3,respectively, at 10:00 on 19 March, with high concentrations
(97 µg/m3–545 µg/m3, 566 µg/m3–2602 µg/m3) lasting until 23:00, during which time the
temperature and humidity dropped while the wind speed increased. Air quality improved
significantly from March 20, with both PM2.5 and PM10 concentrations dropping signifi-
cantly to below the Level II limit, and even below the Level I limit (35 µg/m3, 50 µg/m3) at
certain times.
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Figure 3. (a) Daily change of PM2.5 and PM10 concentrations in Wuhai during the sandstorm;
(b) changes of meteorological conditions in Wuhai during the sandstorm.

3.2.3. Chemical Composition of Particulate Matter

The content of each chemical component increased with increasing particle size
(Supplementary Table S3). Compared with non-sandstorm days, trace metal concentrations
in particles of different particle sizes generally increased on sandstorm days, and the pat-
terns were similar for different trace metals. Al and Zn were the most abundant trace metals.
Moderate concentrations of Ba, Fe, Sr and Mg were found, followed by Ti, Cr, Cu, Pb, Mn
and Sn. Water-soluble ion concentrations in particles generally decreased on sandstorm
days. Na+ content in different particle sizes differed significantly, with concentrations of
only 1.39 µg/m3 in PM1 and up to 70.88 µg/m3 in TSP. Meanwhile, the concentrations of
SO4

2− in different particle sizes, Ca2+ and Mg2+ in PM10 and Ca2+, K+, Mg2+ and Cl− in
TSP during the sandstorm were also higher than on non-sandstorm days. The patterns of
the content of water-soluble ions were also similar during sandstorm and non-sandstorm.
Ca2+ was the most abundant water-soluble ion, followed by Na+, SO4

2−, K+ and Mg2+. F−,
Cl− and NO3

− were the least abundant water-soluble ions.

3.3. Analysis of Pollutants Sources
3.3.1. PMF

In this study, we used a PMF model combined with an analysis of emission sources
of different chemical components in particulate matter to apportion the pollution sources
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of eleven metal elements and seven water-soluble ions, during non-sandstorm (Figure 4a)
and sandstorm days (Figure 4b). Four main sources were identified for the metals and
water-soluble ions for PM1, PM2.5, PM10 and TSP, combined with analysis of emission
sources of different chemical components in particulate matter (Supplementary Table S4).
The characteristic elements of each source of PM1, PM2.5, PM10 and TSP during both sand-
storm and non-sandstorm days are shown in Supplementary Table S5 and Supplementary
Figure S1. During non-sandstorm days, the main sources of pollutants for PM1 were from
industrial emissions (35.2%), dust and coal combustion (27.7%), traffic emissions (21.8%)
and biomass burning (15.3%). Similar to PM1, the largest sources of PM2.5 and PM10 were
industrial emissions (content 33.6% and 42.7%, respectively) with the other portion came
from dust (content 27.9% and 20.5%, respectively), traffic emissions (content 21.5% and
24.3%, respectively) and combustion sources (content 17.0% and 12.5%, respectively). Traf-
fic emissions (70.1%) was the main source of TSP, followed by industrial emissions (26.2%),
dust (3.4%) and combustion sources (0.3%).

The sources of pollutants during sandstorm days were essentially similar to those
during non-sandstorm days. The proportion of industrial emissions and combustion
sources increased compared with non-sandstorm days, with combustion sources including
coal combustion, biomass burning and vehicle exhaust emissions, while traffic emissions
and dust from roads and construction decreased. During sandstorm days, the main
sources of pollutants for PM1 were from combustion sources (50.5%), industrial emissions
(37.2%), dust (8.0%) and traffic emissions (4.3%). Both PM2.5 and TSP were mainly from
industrial emissions and biomass burning (content 40.1% and 87.4%, respectively), traffic
emissions (content 8.4% and 3.2%, respectively) and vehicle exhaust (content 20.5% and
0.8%, respectively). The other portion of PM2.5 came from combustion sources (31.0%),
while TSP came from dust and coal combustion (8.6%). PM10 was mainly from industrial
emissions (53.2%), vehicle exhaust (24.1%), dust and traffic emissions (14.1%) and coal
combustion (8.6%).
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3.3.2. Analysis of Dust Transport Paths Based on MeteoInfo Trajectory Model

To further investigate the airflow transport characteristics in Wuhai during non-
sandstorm and sandstorm days, 72-h backward airflow trajectories arriving at Wuhai
were clustered and analyzed using MeteoInfo software (Figure 5). The results showed that
two clusters during non-sandstorm periods were dominated by short-distance transport,
from southern Ningxia (52.78%) and south-central Inner Mongolia (34.72%). Another
cluster (12.50%) came from northern Gansu, passing through the southwest edge of Inner
Mongolia to reach Wuhai with long-distance transport. However, two clusters were domi-
nated by long-distance transport and were characterized by rapidly moving speeds during
the sandstorm. One of the clusters (30.83%) came from the south of Russia and reached
Wuhai via central Mongolia and northern Inner Mongolia. Another cluster (17.50%) came
from the northern border of Xinjiang, passing through north and central Xinjiang in a north-
westerly direction, crossing a small part of southwestern Mongolia and northwestern Inner
Mongolia to reach Wuhai. The highest percentage (51.67%) of the cluster from south-central
Inner Mongolia was dominated by short-distance transport, and the cluster moved slowly,
passing through Ertokqi and Hainan district of Wuhai city.

By assigning the corresponding PM2.5 and PM10 hourly concentration data to each
airflow, the potential pollution source areas in Wuhai were further analyzed (Figure 6).
PSCF results showed that the potential pollution source areas for both PM2.5 and PM10
during non-sandstorms were mainly from southern Ningxia, southeastern Gansu and
western Shaanxi and the contribution values decreased gradually to the north. However,
the potential pollution sources of PM2.5 and PM10 expanded and the sources were located
further during sandstorm days, but their distributions were basically similar. The potential
pollution source areas in Wuhai were distributed along three clusters and the contribution
values decreased gradually to both sides of the airflow, mainly in southern Russia, north-
central and south-western Mongolia, northern Xinjiang, west-central and north-western
Inner Mongolia. Northern Shaanxi also contributed to particulate matter in Wuhai.

Compared to the PSCF method, the CWT method is more intuitive to identify potential
source areas with high concentration contributions (Figure 7). The results showed that
the high CWT areas of PM2.5 and PM10 (>120 µg·m−3, 600 µg·m−3, respectively) during
non-sandstorm days were mainly in southern Ningxia, southeast Gansu and western
Shaanxi. The concentration contribution values of particulate matter during sandstorm
days were all much higher. The high CWT area (>240 µg·m−3) of PM2.5 was mainly
in northwestern Inner Mongolia. The contributions of southern Russia, northern and
southwestern Mongolia, and northern Xinjiang to the PM2.5 mass concentration in Wuhai
were also in the range of 160–240 µg·m−3. All regions contributed more than 200 µg·m−3

to the PM10 concentration. Among them, the contribution of northwestern Inner Mongolia
was as high as 1800 µg·m−3. The contribution to PM10 mass concentrations of southern
and southwestern Russia, northern Mongolia and parts of northern Inner Mongolia also
ranged from 1200–1800 µg·m−3.
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3.4. Health Risk Assessment

The assessment of health risk due to heavy metals in particles of different particle
sizes entering the human body through the respiratory route is shown in Table 1. The
concentrations of the heavy metal (Cr) in atmospheric particles all exceeded 10–4, indicating
a high risk of carcinogenicity in humans whether there is a sandstorm or not. Our study
found that the human carcinogenic risk of heavy metals was similar during sandstorm and
non-sandstorm days. The magnitude of the carcinogenic effect of Cr in different particle
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sizes on the human body showed that the coarse particles (PM10 and TSP) were larger than
the fine particles (PM1 and PM2.5). Moreover, the risk coefficient showed that children were
at greater risk than adult males and adult females, in that order. The carcinogenic risk of
Cr in PM1, PM2.5, PM10 and TSP for children during sandstorm and non-sandstorm days
was about two times higher than for adult males and adult females. The carcinogenic risk
of Cr in PM1, PM10 and TSP for all populations increased during sandstorm days. The
risk was 1.2, 1.5 and 2.3 times higher than on non-sandstorm days for PM1, PM10 and TSP,
respectively, while Cr in PM2.5 was less than on non-sandstorm days.

Table 1. Health risk assessment of toxic metal elements in atmospheric particulates to different populations.

Element
CR HQ

Adult Male Adult Women Children Adult Male Adult Women Children

PM1

Non-
sandstorm

Cr 6.57 × 10−3 6.25 × 10−3 1.53 × 10−2 2.31 2.06 12.98
Cu ne ne ne 3.19 × 10−5 2.84 × 10−5 1.79 × 10−4

Mn ne ne ne 1.72 1.53 9.66
Pb ne ne ne 1.82 × 10−2 1.62 × 10−2 1.02 × 10−1

Zn ne ne ne 7.69 × 10−3 6.84 × 10−3 4.3 × 10−2

Sandstorm

Cr 8.17 × 10−3 7.77 × 10−3 1.90 × 10−2 2.80 2.56 16.14
Cu ne ne ne 2.07 × 10−5 1.84 × 10−5 1.16 × 10−4

Mn ne ne ne 3.25 2.89 18.22
Pb ne ne ne 3.64 × 10−5 3.25 × 10−5 2.04 × 10−4

Zn ne ne ne 7.67 × 10−3 6.83 × 10−3 4.3 × 10−2

PM2.5

Non-
sandstorm

Cr 8.77 × 10−3 8.35×10−3 2.04×10−2 3.09 2.75 17.33
Cu ne ne ne 5.94 × 10−5 5.29 × 10−5 3.33 × 10−4

Mn ne ne ne 0.58 1.41 8.87
Pb ne ne ne 1.56 × 10−2 1.39 × 10−2 8.78 × 10−2

Zn ne ne ne 7.87 × 10−3 7.01 × 10−3 4.41 × 10−2

Sandstorm

Cr 5.91 × 10−3 5.63×10−3 1.37×10−2 2.08 1.86 11.69
Cu ne ne ne 4.84 × 10−5 4.31 × 10−5 2.71 × 10−4

Mn ne ne ne 5.89 5.24 33.02
Pb ne ne ne 7.44 × 10−3 6.62 × 10−4 4.17 × 10−4

Zn ne ne ne 6.2 × 10−3 5.52 × 10−3 3.48 × 10−2

PM10

Non-
sandstorm

Cr 6.08 × 10−3 5.79 × 10−3 1.41 × 10−2 2.14 1.91 12.02
Cu ne ne ne 6.13 × 10−5 5.45 × 10−5 3.44 × 10−4

Mn ne ne ne 1.29 1.15 7.25
Pb ne ne ne 8.95 × 10−3 7.97 × 10−3 5.02 × 10−2

Zn ne ne ne 7.75 × 10−3 6.90 × 10−3 4.34 × 10−2

Sandstorm

Cr 9.12×10−3 8.68×10−3 2.12×10−2 3.21 2.86 18.03
Cu ne ne ne 9.92 × 10−5 8.83 × 10−5 5.57 × 10−4

Mn ne ne ne 12.80 11.37 71.62
Pb ne ne ne 3.24 × 10−3 2.89 × 10−3 1.82 × 10−2

Zn ne ne ne 6.90×10−3 6.14×10−3 3.87 × 10−2

TSP

Non-
sandstorm

Cr 4.61×10−3 4.39×10−3 1.07×10−2 1.62 1.45 9.11
Cu ne ne ne 2.54 × 10−5 2.27×10−5 1.43×10−4

Mn ne ne ne 1.23 1.10 6.90
Pb ne ne ne 6.68 × 10−3 5.95 × 10−3 3.75 × 10−2

Zn ne ne ne 7.82 × 10−3 6.96 × 10−3 4.38 × 10−2

Sandstorm

Cr 1.05 × 10−2 1.00 × 10−2 2.45 × 10−2 3.71 3.31 20.83
Cu ne ne ne 9.14 × 10−5 8.13 × 10−5 5.13 × 10−4

Mn ne ne ne 16.08 14.32 90.20
Pb ne ne ne 6.39 × 10−3 5.69 × 10−3 3.59 × 10−2

Zn ne ne ne 9.17 × 10−3 8.17 × 10−3 5.14 × 10−2

CR: carcinogenic risk; HQ: non-carcinogenic risk; ne: no effect. CR < 1 × 10−6, no carcinogenic risk; 1 × 10−6 < CR
< 1×10−4, acceptable range; CR > 1 × 10−4 , high risk of causing cancer. HQ ≥ 1, a possible non-cancer risk, with
higher values increasing the risk.
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Of all the heavy metal elements (Cr, Cu, Mn, Pb and Zn), only Cr and Mn pose a
non-carcinogenic risk to humans. The effects of these elements on human non-carcinogenic
risk were also similar under both weather conditions. The effects of Cr and Mn on non-
carcinogenic risk were manifested mostly in children, then in adult males and females,
in that order. The non-carcinogenic risks of Cr and Mn in PM1, PM2.5, PM10 and TSP for
children were about 5.6 and 6.3 times higher than for adult males and females, respectively.
The magnitude of the carcinogenic effect of Cr and Mn in different particle sizes on the
human body was in this order: TSP>PM10>PM2.5>PM1. The non-carcinogenic risks of Cr
and Mn related to different particle sizes during sandstorm days were generally greater
than on non-sandstorm days, except for Cr in PM2.5. The non-carcinogenic risk of Cr in PM1,
PM10 and TSP for all populations was 1.2, 1.5 and 2.3 times higher than on non-sandstorm
days, while the risk of Mn in PM1, PM10 and TSP for all populations was 1.9, 10.0 and
13.1 times higher than on non-sandstorm days, respectively.

4. Discussion
4.1. Comparison of Pollutant Characteristics

Due to the coupling effect of local dust and regional transportation, the concentrations
of PM1, PM2.5, PM10 and TSP in Wuhai City during the sandstorm period significantly
increased, and were 2.2, 2.6, 4.8 and 6.0 times higher than during the non-sandstorm period,
respectively. This can be attributed to the fact that the study area is located in the arid desert
area of northwest China, with dry weather, low precipitation and severe wind erosion,
coupled with a large number of minerals distributed in the region. The process of mining
leads to looser soil and higher accumulation of ground dust resulting in reduced air quality.
Moreover, particle concentration is also related to meteorological factors. Meteorological
conditions in Wuhai during the sandstorm event (Figure 3b) showed that the low humidity
on March 15 led to dry ground, while higher wind speed was more likely to carry ground
dust, leading to an increase in the concentration of particulate matter in the atmosphere.
PM concentrations were still at a high level on March 16–18, caused by high humidity
and low wind speed conditions unfavorable to the diffusion of dust. As the wind speed
increased on March 20, it accelerated the dispersion of particulate matter and led to a rapid
decrease in PM concentration.

Compared with the non-sandstorm period, the occurrence of sandstorm caused the
accumulation of large amounts of particulate matter in the atmosphere, resulting in an
increase in the content of metallic elements in particulate matter. Liu et al. [17] also found
that the sum of dust tracers (i.e., Al, Ca, Fe, Ti) concentrations were increased during
sandstorm days. Conversely, water-soluble ions content generally decreased, probably due
to the fact that these ions are mainly from local pollution sources. It is also possible that the
enrichment of water-soluble ions varies between particle sizes [18], leading to an increase
of water-soluble ions in some particle sizes. For instance, the concentration of Na+ during
sandstorm days were much higher than during non-sandstorm days because Na+ may
come from crustal sources such as construction and road dust. Ca2+ is mainly concentrated
in coarse particles [35]. Windy and dusty weather can lead to higher Ca2+ concentrations
in atmospheric particles. The dry and sandy environment around Wuhai is also one of
the reasons for higher Ca2+ concentrations in PM10 and TSP during sandstorm events.
Mg2+ content which mainly comes from soil is normally relatively low in atmospheric
particulate matter. The large accumulation of ground dust during sandstorm days may
increase the Mg2+ content in PM10 and TSP. SO4

2− is mainly derived from the combustion
of fossil fuels such as coal, and the superposition of high concentrations of dust during long-
distance transport with anthropogenic emissions of typical sulphur-containing pollutants
may be responsible for its increased concentration. Due to the different elements had
different degrees of enrichment in the particles, the content of each chemical component in
different particles increased with the increase of particle size during both sandstorm and
non-sandstorm days. The composition testing showed that PM1, PM2.5, PM10, and TSP in
the study area contained large amounts of Al, Zn, and Ca2+ during both sandstorm and
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non-sandstorm days, tentatively indicating that the sources of pollutants may be similar,
dust and industrial emissions had a certain contribution.

4.2. Comparison of Pollutants Sources

During non-sandstorm days, the airflow was mainly transported over short distances,
and potential pollution sources were mainly from southern Ningxia, southeast Gansu
and western Shaanxi. These areas are rich in mineral resources and have developed
numerous industries such as coal mining, chemical industries and metal smelting. The
exhaust gas and particulate matter emitted from these industries seriously pollute the local
environment and thus become a potential source of transported pollution in Wuhai area.
The predominance of long-distance transport of airflow during sandstorms is due to the
influence of meteorological conditions, coupled with the combined effects of local dust and
regional transport. The potential source areas that had a large impact on PM2.5 and PM10
concentrations in Wuhai during sandstorm days were basically similar and were mainly
distributed in three directions. The first direction was southern Russia, north-central and
southwestern Mongolia. Influenced by Mongolian cyclonic activity, this was the main
direction for the occurrence of the sandstorm, passing through the Mongolian plateau,
carrying a large concentration of particulate matter affecting the Wuhai area. The second
direction was northern Xinjiang, west-central and northwestern Inner Mongolia. Airflow
transport went through four of the eight major deserts in China, in order Gurbantunggut
Desert, Batangilin Desert, Tengri Desert and Ulan Buh Desert. Furthermore, a large number
of minerals are distributed within these source areas, accompanied by massive pollutants
generated during industrial processes. Coupled with factors such as drought and little
rain, low vegetation cover and severe desertification, airflow passing through these areas is
likely to carry large amounts of particulate matter and is transported over long distance
from the northwest to bring particulate matter to Wuhai City, affecting its air quality. The
third direction was northern Shaanxi. The airflow trajectory showed the highest percentage
of air mass trajectory from south-central Inner Mongolia (51.67%), which was dominated by
short-distance transport. This indicated that the potential source area in this direction was
mainly from local emissions. At the same time, the Kubuqi Desert is in the south-central
part of Inner Mongolia, and cities in the northwest region have centralized heating in the
form of coal combustion, which leads to high soot content in the atmosphere and affects
the air quality.

The results showed that the sources of pollutants in different particle sizes during the
sandstorm event were mainly from industrial and traffic emissions, combustion sources
and dust, of which industrial emissions and combustion sources account for a large pro-
portion. As a typical coal resource-based city, Wuhai area has many exposed mines after
mineral extraction, accompanied by a large number of industrial and mining emissions.
The occurrence of sandstorms accompanied by the transport of regional pollutants further
aggravates local pollution. Therefore the proportion of industrial emissions and combus-
tion sources of particulate matter increased compared with non-sandstorm days. However,
the sources of traffic emissions and dust from roads and construction decreased during
sandstorm days. This may indicate the impact of human activities, especially the indus-
trialization process on the environment. Accompanied by extreme weather conditions,
pollutants emitted by industrial production are more likely to diffuse and thus affect the
regional eco-environmental. Combined with the results of CWT, the maximum high con-
centration contribution source areas of PM2.5 and PM10 during sandstorm days were from
northwestern Inner Mongolia, which further indicated that air pollution was affected by
both local pollutant emissions and cross-regional transport [36,37]. Therefore, the control
of atmospheric environment in the study area should strengthen the control of mineral
exploitation in local areas, but one should also pay attention to pollutants transported from
external areas. The implementation of afforestation, windbreak and sand fixation and miti-
gation of land desertification policies, improved vegetation coverage in arid desert areas of
northwest China and reduced desertification area can impede the long-distance transport
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of particulate matter. In addition, the development of clean energy, green production and
other technologies to reduce emissions of SO2, NOx and soot from coal combustion in
northwest China can help to improve local air quality.

4.3. Impact of Pollutants on Human Health

The risk evaluation results showed that among the heavy metals selected for evalu-
ation, only Cr pose a carcinogenic risk. Cr and Mn also have respiratory toxicity, which
poses non-carcinogenic risks to human health [38]. Cr can precipitate some proteins in the
blood, and long-term contact with this substance can cause respiratory tract inflammation
and induce lung cancer [39]. Industrial production and coal mining activities are intense in
Wuhai, which is a coal resource-based city, and thus the atmosphere continuously contains
Cr and Mn. These elements can have an impact on human health in both sandstorm and
non-sandstorm days, and pose greater risks to children’s health than adults’ health [40].
Masks should also be worn during non-sandstorm days, especially by infants and coal
miners. Dust production in open coal mines can be limited by optimizing the coal mining
process and deploying dust suppression measures to reduce the impact on human health.
The risk of these elements to human health in sandstorm weather was generally higher
than in non-sandstorm days because of the increased concentration of particulate matter
in the atmosphere. Dusty weather can lead to allergies and respiratory diseases. It is
recommended to minimize outdoor activities during sandstorms and to avoid outdoor
activities for a few days after the sandstorm has passed, especially on the second day.
Protective measures should be taken outdoors, such as wearing masks, hats, wind goggles
and other protective devices to prevent dust from entering the respiratory tract. In addition,
due to the different enrichment of elements in different particle sizes, heavy metal elements
in different particle sizes had different effects on human health. The chemical content of
heavy metals generally increased with the increase in particle size. However, due to the
larger specific surface area of small particles, they are easier to adsorb into the human
body, resulting in greater toxicity [41,42]. Therefore, the study of the enrichment of PM1
during sandstorm events is essential to further understand the influence mechanism of
small particle size particles on human health.

5. Conclusions

The concentrations of PM1, PM2.5, PM10 and TSP in Wuhai City during sandstorm
days were significantly increased due to the coupling effects of local dust and regional trans-
portation. Compared with non-sandstorm days, trace metals concentrations in particles of
different particle sizes generally increased during sandstorm days, while water-soluble ions
decreased. PMF results showed that the sources of pollutants during both sandstorm days
and non-sandstorm days mainly came from industrial and traffic emissions, combustion
sources and dust. The proportion of industrial emissions and combustion sources increased
compared with non-sandstorm days, while traffic emissions and dust decreased. The air-
flows were mainly transported over short distances during non-sandstorm days, and high
concentration contribution source areas were from southern Ningxia, southeast Gansu and
western Shaanxi. While the airflows were mainly transported over long distances during
sandstorm days, and high concentration contribution source areas were from northwestern
Inner Mongolia, southern Russia, northern and southwestern Mongolia, and northern
Xinjiang. Therefore, the management and prevention to the local pollutant emissions and
the cross-regional pollutant transport should be paid more attention at the same time.
Moreover, the risk of elements to human health during sandstorm days was generally
higher than during non-sandstorm days. It is recommended that protective measures
should be taken during both sandstorm and non-sandstorm days, especially for the infants
and coal miners.
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Abstract: There is a global trend toward intensive livestock breeding, which tends to increase the
microbial load in the environment as well as the presence of volatile compounds and dust that can
cause health issues. Cattle is the major producer of Escherichia coli (E. coli), a group of foodborne
bacteria associated with severe human diseases, and Neuquén province in Argentina has one of the
highest rates of uremic hemolytic syndrome incidence in the world. This paper presents the results
of two sampling events of E. coli bacteria at 39 sites in La Paisana ranch (LPR), in Añelo (Neuquén),
considering locations inside the pens, upwind, and downwind of the feedlot with different time
steps, using a Microflow α equipment. The ranch has approximately 600 heads and clean and
controlled installations. The field experiment included sampling airborne aerosol deposition and
concentration using passive and active methods. Concentrations were also estimated using an
atmospheric dispersion model. During the field experiment, counts of up to 2970 CFU/m3 were
obtained in the cattle stockyards and up to 111 CFU/m3 at a distance of 100 m.

Keywords: cattle; intensive livestock farming; particulate matter; Escherichia coli

1. Introduction

Currently, there is a global trend toward the intensification and industrialization of an-
imal breeding, especially cattle, in order to enhance efficiency and reduce production costs.

Bioaerosols are airborne particles of biological origin which include bacteria, fungi,
viruses, microbial toxins, pollen, proteins, and enzymes; they can be individual organ-
isms or can be attached to dust particles or small water droplets [1]). Matthias-Maser
& Janicke [2] reported that bioaerosols might contribute to almost 25% of atmospheric
aerosols both in dry air and in cloud water from data of the field campaign FELDEX 95
in a rural/urban environment and Fröhlich-Nowoisky et al. [3] in a review concerning
the sources, abundance, composition, and effects of biological aerosols, pointed that for
diameters larger than ~1 µm, bioaerosols typically account for around 30% in urban and
rural air.

Cattle feedlot pens are effective production systems because the feeding is highly
managed, and animals gain weight rapidly. However, because of the density of cattle
heads, pens normally generate high concentrations of ammonia [4], methane [5], and a
great variety of bioaerosols (bacteria, endotoxins, viruses, fungi, parasites, etc.) [6] and
dust [7] changing nearby air quality

In livestock, bioaerosols are produced throughout the primary production environ-
ment due to the increased volumes of animals and organic waste present: accumulation
of manure in pens and collection areas, in manure storage lagoons, and in the soil [8–10].
Without adequate treatment, these areas can also become sources of contamination of
surface and groundwater [11]. Post-processing such as slaughter, application of manure in
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fields as fertilizer [12], and treatment of wastewater from livestock facilities [13] are sources
of bioaerosols, which are transported toward the environment and residential areas [5].
Bioaerosols, together with other pollutants in the air, can negatively affect the health of
people working in agricultural operations [14].

There is growing evidence that bioaerosol emissions also have a negative impact on the
general population, especially in areas with a high density of livestock and in the vicinity
of intensive livestock operations [14–16]. This problem has been markedly exacerbated by
the increasing number of animals kept in close proximity to the human population [17,18].

Feed management regimes affect dust emissions in the feedlot pens. Cattle activity
in the feedlots, particularly when surface moisture is low, may contribute to increased
particulate matter (PM) emissions [19,20]. Particulate matter concentrations in the feedlots
are usually higher at dawn and nightfall when animal activity is more intense and meteoro-
logical conditions more stable [21]. Changes in the feeding regime during those times can
reduce dust emissions by replacing active periods with periods of eating and chewing the
cud [19].

Cattle are the main carrier of the zoonotic pathogen Escherichia coli O157:H7. This
pathogen has been related to numerous infectious outbreaks around the world [22] that can
progress to Hemolytic Uremic Syndrome (HUS). HUS is a life-threatening disease, mainly
in children, that can lead to blood transfusions and dialysis [23]. The province of Neuquén
has one of the highest HUS incidence rates in the world, which is connected to the high
proportion of E. coli O157:H7 (clade 8 strain of Shiga Toxin-producing E. coli (STEC) 0157) in
Argentine cattle [24,25]. Hence, although this study focuses on aerosol behavior in feedlots,
the microbiological analysis concentrates on the bacterium E. coli.

The magnitude of the risk of airborne transport of E. coli O157:H7 is not fully known.
Berry et al. [26] studied the impact of proximity to a beef cattle feedlot on E. coli O157:H7
contamination of leafy greens finding that distance guidelines of 120 m may not be adequate
to limit the transmission. Studies about emission rates in livestock or transport distances of
bacteria are very limited because bioaerosol concentrations are assumed to be insignificant
compared to non-biological particles [27]. As a consequence, given that outdoor cattle
feedlots emit several pollutants into the air, including PM with an equivalent aerodynamic
diameter of less than 10 µm (PM10), under different environmental and growing conditions,
the approach of such studies consists of determining PM10 emission rates under different
weather conditions. For instance, Bonifacio et al. [28] determined the PM10 emission rates
from two large feedlot pens in Kansas under different weather conditions; McGinn et al. [6]
modeled the PM10 emission rates in two feedlot pens in Australia.

Millner & Suslow [29] collected bioaerosol samples downwind of a cattle feedlot;
and found higher concentrations of E. coli in air at 9 m and lower at 30 m, without any
detection at distances greater than 60 m. The samples were negative for E. coli O157:H7.
The importance of this pathogen in public health deserves more research to determine
set-back distances or buffer zones to effectively reduce the risk of airborne E. coli O157:H7
contamination of produced crops and population.

Although some studies address the relationship between weather conditions and
bioaerosol concentrations or the size distribution of bacterial aerosols, their relationship
with meteorological factors has been recognized only preliminarily [30]. The air tem-
perature, relative humidity, and wind speed affect the concentration and viability of
bioaerosols [31]. Inert materials are raised into the air when the surface dries and the bond-
ing forces weaken, when air motion is strong enough, or due to mechanical perturbation [7].

This study aims to assess the presence and airborne dispersion of E. coli from intensive
confined cattle farming through measurements of bioaerosols in situ at the Loma de la
Paisana ranch (LPR) in Añelo, Neuquén, with analysis of bacterium E. coli, total bacteria,
and estimations of bioaerosol concentration and deposition using an atmospheric dispersion
model; it also analyzes the incidence of meteorological conditions in the region on the
dispersion of E. coli.
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2. Study Area Characteristics and Climate

The study area includes a feedlot located at LPR, close to the town of Añelo in the
valley of Neuquén River, northern Argentine Patagonia (Figure 1). Figure 1 also shows
the distribution of the sampling points. Table 1 connects the sites marked in Figure 1 with
the active (Ai) and passive (Pi) measurements made during each of the field experiments.
The pens are distributed in the ranch, as shown in Figure 1b. The ranch has 600 heads of
confined cattle only. Feedlot manure is collected and stored in a remote area. Drinking
troughs with clean water, shade areas, and enough room for short walks are available to
cattle in the feedlot (Figure 1b).
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The main characteristic of the climate in the area is the constancy and intensity of
wind [32] and corresponds to type BWk in Köeppen’s classification: cold desert with
warm summer [33]. According to Prohaska [32] the annual distribution of wind directions
presents a peak between 50–70% of westerly winds (including calm winds). The mean
monthly wind speed presents minimum values in July and increases to reach a peak in
October. It remains high during the summer and decreases as of March. The mean wind
speed is 3.8 m/s reaching 6 and 5 m/s from the southwest to west sectors, respectively, and
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calm wind represents 18% [34]. The daily thermal amplitude reaches values between 17.0 ◦C
and 19.0 ◦C at the end of the summer in Neuquén [32]. The mean monthly temperature in
the hottest months is above 30 ◦C and the difference between the maximum temperature of
the warmest month and the minimum temperature in the coldest month is greater than
30 ◦C in northern Patagonia [32].

Table 1. Correspondence between sampling points (Mi) and passive (Pi) and active (Ai) measurements
of the samplings of days 20 February 2020 and 5 April 2022.

Mi 20 February 2020 5 April 2022

Ai Pi Ai

M1 A2 P11–P12 A14
M2 A1 P9–P10 A15
M3 A3
M4 A4
M5 A5 P7–P8 A16–A17
M6 A6
M7 P1–P2 A18
M8 A7
M9 A8
M10 A9
M11 P5–P6 A19
M12 A10
M13 A11
M14 A12
M15 A13
M16 A20
M17 P17–P18
M18 P19
M19 P20
M20 P15–P16 A21
M21 P13–P14 A22
M22 A24
M23 A25 (manure storage)

Atmospheric pollution studies should include the analysis of source emissions and the
influence of meteorological conditions on the dispersion of pollutants toward the receptors.
High pollutant concentrations at a reception site might be related to atmospheric conditions
rather than to the exceeding of emission thresholds at the source [35]. One of the variables
that account for the atmospheric situation is the atmospheric pollution potential [35]
which connects two atmospheric parameters in a region: the thickness of the boundary
layer and the mean wind speed within the boundary layer or transport wind. Gassmann
& Mazzeo [35] calculated the ventilation potential in Argentina considering the transport
wind and the height of the mixed layer in the period 1972–1982. They found that the
transport wind in Neuquén was 6.9 ± 5.3 m/s in autumn and 10.5 ± 7.1 m/s in spring,
and the maximum average height of the mixed layer was 1100 m in winter and 2700 m
in summer with standard deviation peaks of 543 m and 757 m in winter and spring,
respectively [35].

As to atmospheric stability and taking into account the months when field experi-
ments were made, i.e., February and April, the most frequent class in Neuquén was neutral
stability (D) during measurement hours (15:00 HL in Figure 2) in the period 2015–2021.
These data were obtained from the meteorological data archive of the Real-time Environ-
mental Applications and Display system (READY, http://www.ready.noaa.gov (accessed
on 10 May 2022)). In the same period and time, the mean mixing height was 662 ± 289 m
and 630 ± 578 m, reaching peaks of 1870 m and 2610 m in April and February, respectively.
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Figure 2. Relative frequency (f [%]) of atmospheric stability (SC, [36]) in Neuquén as a function of the
month ((a) February, (b) April) at 09:00 LT (light yellow) and at 15:00 LT (dark yellow), for the period
2015–2021. Classes: A: extremely unstable; B: moderately unstable; C: lightly unstable; D: neutral;
E: lightly stable; F: moderately stable, G: extremely stable. Data from the Real-time Environmental
Applications and Display sYstem (READY, http://www.ready.noaa.gov (accessed on 10 May 2022)).

3. Materials and Methods
3.1. Sampling and Detection of Airborne E. coli Concentration
3.1.1. Sampling of Airborne E. coli

There are different methods for sampling bioaerosols, of which deposition and im-
paction belong to the relatively simple and most used collecting techniques [5,37] We
included two types of sampling in our experiment: active and sedimentation samples.
Airborne microorganisms were collected directly on Petri dishes prepared with a culture
medium or nutrient [30,31,37]. Active measurements at LPR were made on 20 February
2020 and 5 April 2022 with an impaction microflow sampler (Microflow α Aquaria ver-
sion 3.0.0 cod. G.1015) disposable 90 mm Petri dishes and a sampling speed of 30 L/min.
The passive deposition samplings were all made on 5 April 2022. The impaction sam-
plers were disinfected after each sampling with tissue paper soaked with 70% ethyl al-
cohol. The chromogenic culture media was CHROMagar™ (CHROMagar™ Orientation
of CHROMagar).

Commonly, the concentrations of living microorganisms present in the air is the
number of colony-forming units in the volume of air, the results of deposition sampling
methods are expressed as bacterial colony-forming units (CFU) per unit area and unit time,
so they cannot be compared directly with the results from volumetric measurements [5].
Samples were taken at a height of approximately 1.1 m and were georeferenced in situ,
and the Petri dishes were distributed among the pens and windward and downwind from
the emission points at the sites shown in Figure 1b (Mi). An additional measurement was
made in the place where manure is stored (M23, not shown in Figure 1). The samples were
kept cool until they arrived at the laboratory. Sampling times were set from 10 a.m. to
5 p.m. (LT, local time), which is when the greatest PM10 emissions take place, according to
Bonifacio et al. [28].

The sampling method was designed during a prior experiment in a feedlot in Chel
Cura (Choele Choel, Río Negro Argentina), where measurements were made with exposure
times of 3, 5, and 10 min. Three-minute exposures within the pens resulted in saturated
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dishes, which hindered the measurement of CFU [38]. Based on these results, and consider-
ing that there were more cattle heads at LPR than in Chel Cura, as well as the studies by
Bragoszewska et al. [30,39] and Environment Agency [40] the sampling speed was set at
30 L/min for active sampling (sites called Ai in Table 1). The locations of those sites are
indicated as Mi in Figure 1b.

The sampling volume in the pens was 30 L and was augmented to 300 L with increasing
distance from the more crowded areas. Deposition samples were called Pi (see Table 1) and
were obtained from exposures of 10 and 30 min at the sites shown in Figure 1a (puntos Mi).

3.1.2. Microbial Analysis

The samples were incubated at 37 ± 1 ◦C for 48 h with readings at 24 h. Under the
same conditions, a control measurement was made in CHROMagar medium using the
reference strain E. coli ATCC 25922. The total count of bacteria present was also carried out,
identifying them according to morphology, color and appearance.

3.2. Emission and Dispersion

USEPA [40] establishes a PM10 emission factor of 17 ton/1000 hd-yr as a methodology
for the estimation of feedlot emissions. We estimated PM10 emissions based on these
results adjusted by the number of heads in the pens to assess the emission; and Li et al. [37]
we estimated bioaerosols as 25% of PM10 mass fraction.

The feedlot dispersion plumes were simulated using the HYSPLIT model, devel-
oped by the Air Resources Laboratory (ARL) [41], with meteorological observations from
Neuquén station (see Figure 1a)—which is the closest one to the study area—and Global
Data Assimilation System (GDAS) data. For modeling purposes, particles were assumed to
be lifted by cattle activity and wind. The dry deposition rate was calculated assuming a
particle density of 1.0 g·cm−3 [12]. The values of the highest concentrations at the breathing
level were estimated with a screening model.

4. Results and Discussion
4.1. Weather Parameters and Airborne E. coli Concentration

The weather conditions during the sampling of 20 February 2020 and 5 April 2022 are
informed in Table 2 and were estimated from GDAS data for the study area. The results of
the active samplings in the field experiments showed that in-pen E-coli concentrations were
greatest at sites M6 and M7 (see Table 3, Table 1). The maximum concentration of airborne
E. coli in the two events under analysis was 2967 CFU/m3 and took place on 20 February
2020 (Table 3). On 5 April 2022, the maximum concentration was 33 CFU/m3. The average
concentration was 1050 ± 1090 CFU/m3 on the 20 February 2020 and 8 ± 17 CFU/m3 on
5 April 2022 (Table 3), which amounts to a difference in concentration of 76.2%. Accord-
ing to the literature, concentration differences can be expected in connection to weather
conditions and cattle activity [31].

The high temperatures that are prevalent in summer support the growth and physio-
logical activity of bioaerosols [42]. The maximum growth rate of E. coli bacteria occurs in
the range of 21–42 ◦C, and optimum growth is at 37 ◦C [43].The greatest count of E. coli was
registered on 20 February 2020, after several days of air temperature ranging from 15.3 ◦C
to 31.2 ◦C and an average ground temperature of 39.5 ◦C with low rainfall and low relative
humidity. These ambient conditions favored dust and manure particle suspension by the
light breeze (see Table 2). On 5 April 2022, the mean ground temperature was 30.3 ◦C at
the time of sampling (see Table 2), and the air temperature range on the three previous
days was 8.9–27.7 ◦C (see Table 2), with weak wind, which would limit bacteria growth
and subsequent emission of particles from the surface into the air.

78



Atmosphere 2022, 13, 1761

Table 2. Mean meteorological parameters during the field experiments at LPR (15 UTC to 18 UTC).
Rainfall (PP, mm), relative humidity (RH, %), evolution of atmospheric stability (SC, [36], wind
speed (v, m/s), wind direction (DD), mean air temperature (T, ◦C), height of the mixed layer (H, m),
atmospheric pressure (P, hPa), downward shortwave radiation range (I, W/m2), temperature range
on the 3 days prior to the sampling (RT, ◦C), 3-hourly soil moisture during the sampling period (RTS,
◦C) (source: NOAA Air Resources Laboratory). Rainfall corresponds to days 17 February 2020 and
3 April 2022.

20 February 2020 5 April 2022

DD ENE–E SW–NE

V (m/s) 2.6–3.9
3.9–6.7

<0.5
3.3

SC E–D–C E–E–D

PP (mm) 0.5
(17 February 2020)

2.1
(3 April 2022)

T(◦C) 21.8 21.2
RH (%) 20.0 23.6
P (hPa) 1021 1011
H (m) <2069.8 <1470

I (W/m2) 523–605 397.7–450
RT (◦C) 15.3–31.2 8.9–27.7

TSm (◦C) 39.5 30.3

Table 3. Average E. coli concentration per m3 of air (Cm, CFU/m3), concentration standard deviation
(STC), minimum concentration E. coli per m3 of air (Cmin, CFU/m3), maximum concentration per m3

of air (Cmax, CFU/m3), number of samples (N) within the LPR pens. Sampling dates: 20 February
2020 and 5 April 2022. w/c: Petri dishes without count.

20 February 2020 5 April 2022

Cm (CFU/m3) 1050 8
STC 1090 17

Cmin (CFU/m3) w/c w/c
Cmax (CFU/m3) 2967 33

N 5 5

Factors affecting the abundance of microbial activity are quite complex and include
meteorological parameters, weather conditions, the intensity of the source, and the geo-
graphical environment [30]. Zhong et al. [42] and Li et al. [31] analyzed the correlations
between meteorological variables and bacteria concentration in bioaerosols and found
that atmospheric temperature and wind speed have, respectively, positive and negative
effects on bacterial concentrations; while relative humidity and wind direction would have
no significant influence. The sampling results agree with those of Zhong et al. [42] who
found that the seasonal distribution of bacterial concentration in bioaerosols was greatest
in summer > autumn > winter > spring, with large fluctuations in summer and autumn.

To understand the airborne transport of E. coli, we collected air samples in situations
and conditions that would allow describing the dissemination of these microorganisms
around the source. In an exploratory analysis, we estimated the most unfavorable values
associated with the highest concentrations at the breathing height, considering weather
information and pen size (322 m × 176 m). The most unfavorable situations downwind
of the feedlot would occur under a moderately stable atmosphere (SC (stability class): F),
refs [36,44] at 183 m from the source, with the receptors assumed to be 1.5 m height above
the ground (human breathing height). For which the following results were obtained:

4.2. Detection of E. coli by Impaction with Distance

E. coli concentrations in the air samples collected by impaction on 20 February 2020
were much higher than those obtained on 5 April 2022 (Table 3) in all comparable situations.
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At 180, 221, and 300 m from the feedlot pens, concentrations were 111 CFU/m3, 30 CFU/m3,
and 20 CFU/m3, respectively. The presence of E. coli was observed to decrease by 82%
with increasing distance from the source of the greatest emissions. Such a decrease agrees
with the changes in concentration within the bioaerosol dispersion plume (see Table 4).
The measurements at 180 m distance agree with the distance where the concentration peak
would be found under worse air quality conditions using the screening method.

Table 4. E. coli concentration per m3 of air (R, CFU/m3), sampling site (ID), wind direction (DD), wind
speed (v, m/s), distance between the sampling site and the pen with the highest E. coli concentration
(M6 on 20 February 2020 and M7 on 5 April 2022) (D, m), sampling duration at 30 L/min (T, min),
sampling time (hh:mm, local time (LT) of samplings on 20 February 2020 and 5 April 2022. w/c: Petri
dishes without count.

Date hh:mm
(LT) ID DD v

(m/s)

D
(M6, M7–Mi)

(m)

T
(min)

R
(CFU/m3)

20 February 2020

13:26 M8 (A7) E 2.0–3.6 72 1 67
13:45 M10 (A9) E 3.6–<5.6 182 3 111
13:55 M12 (A10) NE 3.6–<5.6 221 3 33
14:15 M14 (A12) NE 2.0–3.6 300 5 20

5 April 2022

13:03 M20 (A21) SSE <0.5 160 3 11
13:15 M21 (A22) SSE <0.5 55 3 w/c
13:45 M16 (A23) NE <0.5 174 3 w/c
14:08 M22 (A24) NE <0.5 210 10 w/c

On 5 April 2022, the peak measured concentration was found at 160 m from the pen,
with a value of 11 CFU/m3 (see Table 4) and a sampling period of 3 min.

4.3. Detection of E. coli by Deposition with Distance

The greatest deposition rate (DR) in the samples was 3.14 CFU/m2 s in the pen with the
greatest number of animals (see Table 5). The second greatest value was 2.6 ± 0.5 CFU/m2 s,
and in M1, M2, and M21 with a DR of 0.52 CFU/m2 s. The maximum DR in sites located far
from the pens was 1.57 CFU/m2 s measured at M20, decreasing to 0.7 CFU/m2 s at M16 and
to 0.52 CFU/m2 s at M21. The sampling point located 210 m away from the pens presented
a deposition rate of 0.18 CFU/m2 s. In the area of manure collection (M23), the measure
was 0.52 CFU/m2 s. (see Table 5 and Revised Supplementary Materials Tables S1–S5).

Table 5. Total mean E. coli deposition rate (DRm, CFU/m2 s) standard deviation (ST), minimum
E. coli deposition rate (DRmin, CFU/m2 s), maximum E. coli deposition rate (DRmax, CFU/m2 s),
number of samples (N). Sampling date: 5 April 2022, sampling site: withing the pens (INT), around
the pens (OUT). w/c: saturated Petri dishes without count.

INT OUT

DRm (CFU/m2 s) 1.35 0.43
ST 1.24 0.50

DRmin (CFU/m2 s) w/c w/c
DRmax (CFU/m2 s) 3.14 1.57

N 7 9

4.4. Detection of Total Bacteria with Distance on 5 April 2022

The active sampling total bacterial count on 5 April 2022 showed a greater presence of
colonies inside the pens at M1 and M2 (see Table 6 and Figure 1). The maximum number of
total bacteria colonies in air was 1467 CFU/m3, with a mean count of 889 ± 566 CFU/m3

on 5 April 2022 (see Table 6). Meanwhile, outside the pens, the mean bacteria count was
534 ± 586 CFU/m3, and the maximum was measured at M21 (see Table 6 and Figure 1),
with 1378 CFU/m3 (see Table 6).
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Table 6. Average concentration of total bacteria per m3 of air (Cm, CFU/m3), concentration standard
deviation (STC), minimum concentration of total bacteria (Cmin, CFU/m3), maximum concentration
(Cmax, CFU/m3), number of considered samples (N). Sampling date: 5 April 2022, sampling site:
within the pens (INT), around the pens (OUT).

INT OUT

Cm (CFU/m3) 889 534
STC 566 586

Cmin (CFU/m3) 267 23
Cmax (CFU/m3) 1467 1378

N 5 5

The passive sampling presented 51.35 CFU/m2 s inside the pens at M1 (see Table 7
and Figure 1) with a mean deposition of 26.45 ± 17.91 CFU/m2 s inside the pens (see
Table 7) and a maximum of 60.78 CFU/m2 s at M20 (see Table 7 and Figure 1) downwind.
The average deposition was 18.84 ± 17.94 CFU/m2 s (see Table 7).

Table 7. Mean total bacteria deposition rate (DRm, CFU/m2 s) standard deviation (ST), minimum
total bacteria deposition rate (DRmin, CFU/m2 s), maximum total bacteria deposition rate (DRmax,
CFU/m2 s), number of samples (N). Sampling date: 5 April 2022, sampling site: within the pens
(INT), downwind the pens (OUT).

INT OUT

DRm (CFU/m2 s) 26.45 18.84
ST 17.91 17.94

DRmin (CFU/m2 s) 9.96 2.1 6
DRmax (CFU/m2 s) 51.35 60.78

N 7 9

4.5. Bioaerosol Atmospheric Dispersion

Feedlot PM10 emissions were estimated based on the recommendations of USEPA [40],
corrected by the number of heads at LPR, which resulted in a concentration of 27,945.2 kg/day
600 hd. Bioaerosols were estimated following the method defined in [44] and the result for
LPR was 2812.5 mg/min [28] found that the emission from the feedlot pens they studied
presented a diurnal variability with a peak between 10 am and 4 pm. Therefore, we assume
that the emissions obtained in our work are associated with the time of maximum emissions
at LPR.

Following the results of Jones and Harrison [7], we considered that bioaerosols were
the 25% of the biological material that adhered to PM10, then, dispersion was modeled
using the HYSPLIT model, and the 25% of the mean [40] pointed PM10 emission following
the characteristics of LPR feedlot, resulting in 27,945.2 kg/day 600 hd. Dispersion estimates
were calculated at the middle point of the sampling period.

Model vertical estimates show that the particles emitted on 5 April 2022 would reach
a maximum height close to 1000 m, with peak concentrations in the lowest 500 m, while on
20 February 2020, the particles would reach 2000 m altitude with concentration peaks up
to 1000 m. The maximum PM10 concentration on 20 February 2020 was 1.8 mg/m3, and
0.44 mg/m3 if only bioaerosol contribution is considered (see Figure 3a). The maximum
concentration was at 340 m southwest of the feedlot, with a peak PM10 deposition of
8.6 mg/m2 and 2.1 mg/m2 of bioaerosols (see Figure 3b).
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Figure 3. (a) Bioaerosol concentration downwind from the feedlot from HYSPLIT on 20 February 2020
at 13:00 UTC considering an emission source located from 0 to 1.5 m above the ground (b) deposition
from HYSPLIT 20 February 2020 at 14:00 UTC.

On 5 April 2022, the peak PM10 concentration was 7.3 mg/m3 or 1.7 mg/m3 if only
bioaerosols are considered (see Figure 4a,b). The maximum deposition was 430 mg/m2

in the NE (M1–M4) and between 200 and 500 m downwind; bioaerosol concentration in a
similar sector was 110 mg/m2 with a peak between 17 and 300 m from the center of the
feedlot, in the farmer working area. These values agreed with the sampling results shown
in Table 4. E coli concentration peaks on 20 February 2020 and 5 April 2022 were at 300 m
and 210 m from the center of the feedlot. The spatial distribution of airborne bioaerosol
concentrations obtained from the dispersion model agrees with the measured values (see
Figures 3 and 4 and Table 3). Site M6 had the greatest measured concentrations on 5 April
2022 and was located in the area of maximum concentration, as estimated by the model.
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deposition from HYSPLIT 20 February 2020 at 14:00 UTC. 
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feedlot, in the farmer working area. These values agreed with the sampling results shown 

in Table 4. E coli concentration peaks on 20 February 2020 and 5 April 2022 were at 300 m 

and 210 m from the center of the feedlot. The spatial distribution of airborne bioaerosol 

concentrations obtained from the dispersion model agrees with the measured values (see 

Figures 3 and 4 and Table 3). Site M6 had the greatest measured concentrations on 5 April 

2022 and was located in the area of maximum concentration, as estimated by the model.  

 

Figure 4. (a) Bioaerosol concentration downwind of the feedlot from HYSPLIT on the 5 April 2022 

at 13:00 UTC considering an emission source between 0 and 1.5 m above the ground (b) deposition 

from HYSPLIT for the 5 April 2022 at 14:00 UTC. 

Figure 4. (a) Bioaerosol concentration downwind of the feedlot from HYSPLIT on the 5 April 2022
at 13:00 UTC considering an emission source between 0 and 1.5 m above the ground (b) deposition
from HYSPLIT for the 5 April 2022 at 14:00 UTC.

5. Conclusions

This paper presents the results of two sampling events of bacteria at 39 spots in La
Paisana ranch, in Añelo (Neuquén, Argentina), with emphasis on E. coli, considering spots
inside the pens, upwind and downwind of the feedlot, with different time steps, using a
Microflow α equipment and deposition sampling methods.

Cattle are the major reservoir of STEC O157, a group of foodborne bacteria associated
with severe human diseases, such as the UHS. The province of Neuquén has one of the
highest UHS incidence rates in the world, which is connected to the high proportion of
E. coli (clade 8 strain of STEC O157:H7) in Argentine cattle. In our field experiments, we
did not evaluate the presence of that serotype in the air. This is an issue that needs to be
studied with further measurements.

From the methodological point of view, the analysis indicates that sampling times
of 1 min in the pens and 3 min downwind are correct to measure bacteria concentrations
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in this feedlot. E. coli bacteria were detected in both field experiments in the center of
the pens and downwind areas. The passive method measures of total bacteria and the
modeled dispersion estimates presented good agreement in terms of the spatial distribution
of bioaerosol concentrations. The model proved to be an important tool in field experiments
planning and distribution of downwind concentration; however, the spatial resolution
should be higher.

Airborne aerosol concentrations are likely affected by weather conditions. The greatest
concentration was found on 20 February 2020, which seemed to be associated with a higher
surface temperature. The mean surface temperature on 20 February 2020 was 39.5 ◦C,
which would stimulate the growth of E. coli as this temperature is within the range of
maximum growth of these bacteria. The maximum PM10 concentration on 20 February
2020 was 1.8 mg/m3 and 0.44 mg/m3 if only bioaerosol contribution was considered with
maximum heights up to 2000 m according to the height of the mixed layer. The 20 February
2020 maximum estimated deposition was at 340 m downwind. This would indicate that
the greatest concentration of bacteria would be associated with summertime conditions, in
agreement with Zhong et al. [42]. However, it should be noted that viable bacteria can be
found at temperatures as low as 5 ◦C or less. The concentration of total bacteria on 5 April
2022 showed a similar pattern of E. coli distribution.

The air temperature range on the days preceding the measurements was favorable for
the surface microbial load to persist. After that, cattle behavior and the wind would lift the
bacteria into the air. Because the study area is located in an arid environment, the relative
humidity in summer is particularly low. This situation would also favor the suspension of
dust and manure particles from the ground by even a light breeze.

Bioaerosol emissions have a negative impact on the population, especially in areas with
a high density of livestock and in the vicinity of intensive livestock operations. This is in line
with the global trend toward the intensification and industrialization of animal breeding.
The understanding of the spatial and temporal dynamics of atmospheric bioaerosols as
well as the pathways of emission and transport is important for future research, mainly in
areas such as the province of Neuquén, which has one of the highest HUS incidence rates
in the world, connected to the high proportion of E. coli in Argentine cattle.

6. Note

The measurement experiment was planned according to the equipment and resources
available. The results are indeed variable because measurements were carried out at
different times and dates. In the first instance, we planned to measure under different
meteorological situations and seasons to explore the general behavior of E.coli. In the
planning stage of the research project, we had the possibility of full collaboration with the
Central Laboratory of Neuquén province for the analysis, but the COVID-19 pandemic
changed our plans. The laboratory was fully dedicated to covid PCR studies, and we also
had trouble entering the feedlot. The costs of chemical analysis and field experiments
increased, which impeded us from performing as many experiments as we had planned.
We are considering performing more experiments in similar conditions to obtain more
reliable results.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/atmos13111761/s1, Table S1. Concentration of bacteria E. coli
in active sampling in LPR feedlot pens on 20th February 2020. Table S2. Concentration of E. coli in
active sampling around LPR feedlot pens on 20th February 2020. Table S3. Concentration of E. coli
in active sampling in LPR feedlot pens on 5th April 2022. Table S4. Deposition of bacteria E. coli in
passive sampling in LPR feedlot pens on 5th April 2022. Table S5. Deposition of E. coli in the passive
sampling around the LPR feedlot pens on 5th April 2022.
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Abstract: In case of a release of hazardous radioactive matter to the atmosphere from e.g., a nuclear
power plant accident, atmospheric dispersion models are used to predict the spatial distribution
of radioactive particles and gasses. However, at the early stages of an accident, only limited in-
formation about the release may be available. Thus, there is a need for source term estimation
methods suitable for operational use shortly after an accident. We have developed a Bayesian inverse
method for estimating the multi-nuclide source term describing a radioactive release from a nuclear
power plant. The method provides a probabilistic source term estimate based on the early available
observations of air concentration and gamma dose rate by monitoring systems. The method is in-
tended for operational use in case of a nuclear accident, where no reliable source term estimate exists.
We demonstrate how the probabilistic formulation can be used to provide estimates of the released
amounts of each radionuclide as well as estimates of future gamma dose rates. The method is
applied to an artificial case of a radioactive release from the Loviisa nuclear power plant in southern
Finland, considering the most important dose-contributing nuclides. The case demonstrates that only
limited air concentration measurement data may be available shortly after the release, and that to
a large degree one will have to rely on gamma dose rate observations from a frequently reporting
denser monitoring network. Further, we demonstrate that information about the core inventory of
the nuclear power plant can be used to constrain the release rates of certain radionuclides, thereby
decreasing the number of free parameters of the source term.

Keywords: source characterization; atmospheric dispersion modelling; inverse modelling;
Bayesian inference

1. Introduction

In case of a nuclear accident, radioactive particles and gasses may be released to
the atmosphere. Consequently, an important part of emergency preparedness is to run
simulations with atmospheric dispersion models, thereby predicting the atmospheric
distribution as well as deposition of radioactive particles and gasses on the surface of
the Earth. However, such models are subject to a number of uncertainties, the most
important being the uncertainties of the meteorological predictions, inaccurate physics
parameterizations in the dispersion model, and uncertainties of the estimated source term.
Immediately after an accident in a nuclear power plant, only limited information about
the release may be available. Thus, at the early stages of the accident, the dominating
source of uncertainty is most likely the source term. If this is the case, inverse modelling
can be used to obtain a source term estimate, which in turn can be used for running the
atmospheric dispersion model. The aim of this study is to develop an inverse method for
source term estimation, which is suited for operational use for emergency preparedness at
the early stages of an accident, i.e., providing a source term estimate based on the limited
data available shortly after the accident.
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In the early phase of a nuclear power plant accident, a limited number of air concentra-
tion observations will be available, and these will typically have a low spatial and temporal
resolution, e.g., the filters in such measurement stations may be changed every 24 h or even
less frequently. In addition, there may exist gamma dose rate observations at much higher
resolution, both spatially and temporally. However, since such measurements are the sum
of contributions from all the different radionuclides, it is not clear a priori if they are useful
for source term estimation.

Previous studies have used inverse methods for source term estimation. Lately, the
still unaccounted for release of Ru-106 in the fall of 2017, was subject to several studies,
e.g., [1–4]. However, since the release location has still not been confirmed, the main focus
of these studies is localization of the source. The Fukushima Daiichi nuclear disaster in 2011,
on the other hand, demonstrated that in-plant monitoring systems may not be working
during a severe accident. Thus, different inverse methods have been applied in order to
assess the source term. Some studies have estimated the release of certain radionuclides
based solely on air concentration measurements [5,6], other include surface deposition
measurements [7,8], while other again also include gamma dose rates [9]. Saunier et al. [9]
demonstrate that information about ratios between the amounts of certain radionuclides
can be used to further constrain the release rates. They use a variational approach to assess
the source term, thereby providing a deterministic estimate. However, by using different
Bayesian approaches, Liu et al. [6] show that significant uncertainties are associated with
the estimated source term, indicating that probabilistic methods are better suited for this
type of problem.

Most previous studies in this field aim at estimating the source term associated with
accidents a long time after they occurred. However, for emergency preparedness, it is also
important to be able to estimate source terms during the early stages, where especially air
concentration measurement data are limited. This was addressed by Saunier et al. [9], who
further developed their method to be applicable in real-time in case of an accident [10].
Our method is inspired by Saunier et al. [9,10], but instead we use a Bayesian inference
method to be able to realistically account for uncertainties of the estimated source term,
similar to Liu et al. [6].

The method is applied to an idealized artificial release case from the Finnish Loviisa
nuclear power plant. A set of simulated air concentration measurements and gamma dose
rate measurements have been created as described in Section 2.1. The same meteorological
data and dispersion model have been used for data creation and for the source term
estimation. Thus, the study demonstrates the uncertainties of the estimated source term
arising only from the information loss due to the limited measurement capabilities. Due to
the idealized nature of our study, our results apply to a situation, where model errors are
negligible. In reality, meteorological uncertainties and model errors will further increase
the uncertainty of the estimated source term.

Section 2 describes the data and methodology; Section 2.1 describes the synthetic
measurement data set, Sections 2.2 and 2.3 describe the meteorological data and the dis-
persion model used, while Sections 2.4–2.7 describe the methodology. Next, the results
are presented and discussed in Section 3. Finally, Section 4 presents a summary and the
conclusions of the study.

2. Materials and Methods
2.1. Artificial Loviisa Release Case

For the artificial release from the Loviisa nuclear power plant in south Finland, the
selected source term describes a core melt event without functioning mitigation systems.
The initial event is a total loss of all power systems without battery back-up. The filtered
containment venting system is assumed disconnected, and instead comprises an exhaust
pathway from the reactor containment. It is postulated that the exhaust pathway was open
at the time of melt-through of the reactor vessel. The released activity was corrected for
decay and ingrowth for the time period between the emergency shutdown of the nuclear
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reactor (SCRAM) and the time of the release starting three hours later. It is assumed that
there was no significant heat release associated with the accident, and therefore all material
is released from a fixed height of 27 m above ground.

The time evolution is given in one-hour time steps starting at the onset of the accident
(time of the SCRAM) and the following 12 h, intended to represent the first part of the
release to undergo subsequent detection by the gamma monitoring stations and capture
by the air filter stations. The source term was developed for the research project SOurce
CHAracterizatiOn accounting for meTeorologIcal unCertainties (SOCHAOTIC), for further
details, see [11].

Figure 1 shows the gamma dose field at the end of the simulation, 63 h after the release
starts, as well as the locations of gamma dose rate stations and filter stations. The source
term is given in Section 3.

0.001

0.01

0.1

1.0

10.0

Figure 1. Total gamma dose in units of mSv at 63 h after the release start. Areas only influenced by
background radiation are left uncolored. The black diamond shows the release location, the yellow
circles show the locations of the gamma stations, and the red triangles show the locations of the
filter stations.

2.1.1. Simulated Gamma and Filter Station Measurements

The total dose rate at the gamma monitoring stations is the sum of the contributions
from cloud and ground since the stations are not shielded from activity deposited on
the ground. Over time, the contamination of the station itself will also contribute to
the measurements.
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A set of 11 nuclides was selected to represent the most important nuclides for human
doses: Kr-88∗, Xe-133∗, Xe-135∗, Xe-135m∗, Cs-134#, Cs-137, I-131#, I-132∗#, I-133#, I-135#

and Te-132. The list consists of the expected top five for the gamma monitoring stations
(denoted by ∗), and top five for the air filter stations (denoted by #), expected to represent
more than 90% of the dose rate contribution in the first 12 h of the postulated event.
Moreover, two nuclides from the top ten list, Cs-137 and Te-132, were included since they
represent key nuclides as seen from historical releases. For further details, see [11].

The artificial scenario consisting of simulated filter station and gamma station mea-
surements was derived by predicting the atmospheric dispersion of radionuclides from a
9-hour release at the Loviisa nuclear power plant starting at 08:00 UTC on 22 September
2021. The DERMA atmospheric dispersion model was applied to the release scenario
described above and using Harmonie data, cf. Sections 2.2 and 2.3, thereby providing
average concentration values at existing filter stations, and gamma dose rates at gamma
stations by using the ARGOS gamma dose model [12,13]. The filter concentration values
are computed as 24 h averages from 08:00 UTC to 08:00 UTC the next day. Further, the
filter measurement stations are assumed to have a detection limit of 0.1 mBq m−3. For the
gamma dose rates, we have assumed a background radiation of 0.1 µSv h−1, which has
been added to all modelled dose rates.

2.2. Meteorological Data

The simulations have been carried out using meteorological data derived by the
non-hydrostatic convection-permitting limited-area numerical weather prediction model
Harmonie [14]. The horizontal grid resolution is approximately 2.5 km, and the vertical
dimension is resolved by 65 levels with a terrain-influenced hybrid coordinate. The low-
est model level is about 12 m above ground, and the highest at approximately 10 hPa.
The model is configured with three-hourly data assimilation cycling. For the Loviisa
case, the model simulation starts on 22 September 2021, at 00:00 UTC and runs until
24 September 2021, at 23:00 UTC.

2.3. Dispersion Modelling

The atmospheric dispersion is modelled by using the Danish Emergency Response
Model of the Atmosphere (DERMA) [15,16]. DERMA is used operationally for a number
of Danish emergency preparedness purposes [17–21] including nuclear [13]. The three-
dimensional model is of Lagrangian type making use of a hybrid stochastic particle-puff
diffusion description [15,16]. The model uses aerosol size dependent dry and wet deposition
parameterizations as described by [22].

DERMA is interfaced with the nuclear decision-support system ARGOS (Accident
Reporting and Guidance Operational System) [12,13], where the integration is accom-
plished through automatic online exchange of data between ARGOS and the DMI High
Performance Computing (HPC) facility. The dose calculation modules are incorporated
in ARGOS.

2.4. Problem Description

The temporal release profiles of the radionuclides considered are estimated by using
observations of both air concentration and gamma dose rate combined with a series of
forward runs by the dispersion model DERMA. We assume an overall start time t0 and end
time tn of the release. We then separate the total release period into n time bins of duration
∆tbin and for each of these assume a unit release of each of the included radionuclides.
The releases are assumed to be point releases at ground level. As described in Section 2.1.1,
we assume that only a selection of all released radionuclides contributes significantly to the
gamma dose rates, while other radionuclides will be ignored. Let Co

ik be the k’th observed
average concentration of the i’th radionuclide, measured over a specified time period at a
specified filter station. Similarly, let Γo

κ be the κ’th observed gamma dose rate measured at
a specified time and gamma station.
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The atmospheric dispersion model DERMA is run forward in time for each of the unit
releases, and for the j’th release of the i’th radionuclide the average activity concentrations
cijk are calculated, where the k-index corresponds to the location and time of an existing
filter measurement. Further, instantaneous activity concentrations cijκ and deposition
values dijκ are calculated, where the κ-index corresponds to the location and time of an
existing gamma dose rate observation. By using the gamma dose model as described in
Section 2.3, the contributions to the gamma dose rates γijκ = γijκ(cijκ , dijκ) are calculated.
For a given set of non-negative coefficients, λij, the predicted average concentrations and
gamma dose rates corresponding to existing measurements are calculated:

Cm
ik = ∑

j
λijcijk

Γm
κ = ∑

i
∑

j
λijγijκ . (1)

2.5. Bayesian Inversion and Sampling Method

Given a set of observations, (Co, Γo) , the coefficients, λ can be determined by applying
Bayes’ theorem:

P(λ,θ|Co, Γo, I) =
P(λ,θ|I) P(Co, Γo|λ,θ, I)

P(Co, Γo|I) , (2)

where θ denotes any so-called nuisance parameters, i.e., unknown parameters, which are
not of direct interest. One way to account for these is to treat them just like the parameters
of interest and consider P(λ,θ|Co, Γo, I), which is the posterior probability distribution for
the combined set of parameters (λ,θ). P(λ,θ|I) is then the prior probability distribution
for (λ,θ), P(Co, Γo|λ,θ, I) is the likelihood, and P(Co, Γo|I) is the evidence; a statistical
constant independent of (λ,θ). I is any background information that may be available, e.g.,
amount of material present in the core at the time of the accident.

To evaluate Equation (2), the quantities P(λ,θ|I) and P(Co, Γo|λ,θ, I) must be es-
timated for a selection of realizations of (λ,θ), and the resulting posterior probabil-
ity distribution P(λ,θ|Co, Γo, I) can then be estimated by normalizing the distribution.
The posterior probability distribution for λ can then be determined by marginalizing:

P(λ|Co, Γo, I) =
∫

θ
P(λ,θ|Co, Γo, I)dθ. (3)

To get a good estimate of the probability distribution, the relevant parts of the parame-
ter space must be sampled. One option is to use random-walk based Markov Chain Monte
Carlo (MCMC) methods, such as Metropolis-Hastings or Gibbs [23,24]. However, these
methods generally require a large number of iterations, because the random-walk based
model proposals do not sample the parameter space of the posterior probability distribution
in the most efficient way. Further, parameters such as the step size of the random-walk
typically need to be tuned to the specific case. Instead, we use the Hamiltonian Monte
Carlo (HMC) method No U-Turn Sampling (NUTS) [25], implemented in the Python library
PyMC3 [26]. HMC methods generally have an advantage over random-walk based MCMC
methods, because the model proposals are not generated by a random-walk but instead
based on estimated gradients of the posterior distribution. Thus, much fewer iterations
are typically needed to sufficiently sample the probability distribution. However, the
efficiency of HMC algorithms strongly depends on the step size parameter. The NUTS al-
gorithm uses adaptive step sizing such that the step size does not need to be set by the user.
Further, as the name suggests, the algorithm is constructed such that trajectories in the
parameter space avoid making “U-turns”, i.e., retracing their own steps. Thus, it should
produce more independent samples in fewer iterations. When the aim is to use Bayesian
inverse modelling operationally, the NUTS algorithm is ideal, since very little parameter
tuning is necessary [25]. In addition, when using the PyMC3 implementation [26], Gelman-
Rubin convergence diagnostics [27] are automatically calculated, when sampling with two
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or more chains. This makes it easy to control that the sampler has converged. For further
details on the NUTS algorithm, see [25].

2.6. Prior Probability Distributions

Defining useful prior probability distributions for the release rates is challenging, since
the magnitude of the release is unknown. To allow for variation over several orders of mag-
nitude while ensuring non-negative values, we use log-normal prior distributions. Assum-
ing a normal distributed variable x ∼ N (µ, σ), then the variable z = ex ∼ Lognormal(µ, σ)
is log-normal distributed with parameters µ and σ. Thus, these denote the mean and stan-
dard deviation of x and not of the log-normal distributed variable z. The prior probability
distribution for the coefficients λij can be written as:

P(λij|I) = Lognormal(µi, σi), (4)

where µi and σi are parameters to be determined for the specific radionuclide. Given that
total amount of the i’th radionuclide in the core inventory is Si in units of Bq, the upper
limit for λij is Si/∆tbin, where ∆tbin is the duration in seconds of each assumed unit release.
To allow for release rates approaching the upper limit with reasonable probability, we set
µi + 2σi = log(Si/∆tbin), where log() denotes the natural logarithm. The lower limit must
be small compared the “typical” release rate, µi. Since the typical release rate is unknown,
we assume µi = log( f Si/∆tbin), where f is some (small) fraction. Assuming a sufficiently
low value for f will result in a conservative prior distribution, which allows for a broader
range than necessary. In this study, we use f = 10−3, which means that µi ± 2σi includes
six orders of magnitude for each release rate. Thus, the mean and standard deviations for
the prior probability distributions are given as:

µi = log(10−3Si/∆tbin) and σi =
1
2

log(103). (5)

Further, we can use information about the core inventory to reduce the parameter
space by imposing correlations between release rates of certain radionuclides, inspired by
the method by Saunier et al. [9,10]. For example, two different isotopes of the same element
will largely behave similarly during a release. Thus, if the half-lives of two such isotopes
are long compared to the duration of the release and if there is no significant ingrowth
from other processes, the ratio of the release rates between two isotopes can be assumed
constant and equal to the ratio of the amounts in the core inventory. For example, 134Cs
and 137Cs have half-lives of approximately 2 and 30 years, respectively, and thus, the ratio
of their activity concentrations in the core inventory can be considered constant during the
release. Accordingly, based on the amounts of the two isotopes in the core, we can assume
the ratio of their release rates to be constant.

For other isotope pairs, it is necessary to take into account the difference in half-lives
in order to set realistic constraints on the release rates. In this case, knowing the amount
of the two isotopes at the time of SCRAM gives one limit for the isotopic ratios, while
estimating the activity concentration n hours later will provide an estimate of the other
limit, assuming no significant ingrowth. An example is the isotope pair 131I and 133I, which
has half-lives of approximately 8 days and 20.8 h, respectively. Let the release rates of these
isotopes be q131I and q133I, respectively. Based on their activity concentrations in the core
at the time of the accident, we have

q133I
q131I

< 2.1. Assuming that the duration of the main
release is less than 24 h, we can determine the other limit. Due to radioactive decay during
these 24 h, the amount of 133I is decreased by a factor of 0.45, while we assume that the
amount of 131I is unchanged due to its relatively long half-life. Thus, a lower limit can be
determined

q133I
q131I

> 0.9. Following this approach, we determine the following constraints:

q134Cs
q137Cs

= 1.4, 0.001 <
q132I
q131I

< 1.5, 0.9 <
q133I
q131I

< 2.1 and 0.15 <
q135I
q131I

< 2.0. (6)
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For 134Cs and 137Cs, this effectively means that only one release rate needs to be
determined instead of two, and that the combined set of measurements of the two isotopes
can be used. For the other isotope pairs, the constraints allow us to define log-normal
distributions with upper and lower bounds, which depend on the release rate of one of the
other nuclides. Let λmj and λnj be the coefficients for two release rates, which are related by
the flexible constraints rlower < λnj/λmj < rupper. Then, the prior probability distribution
for λmj will be defined as in Equation (4), while the prior probability distribution for λnj
can be written as:

P(λnj|I, constraints) ∝

{
P(λnj|I) rlower <

λnj
λmj

< rupper

0 otherwise
. (7)

It might be possible to impose further constraints, i.e., across the type of element, such
that the release rates of the iodine isotopes can also be related to the release rates of the
caesium isotopes, Te-132 and the noble gasses. However, the underlying assumptions in
this case are less trivial.

2.7. Likelihood and Uncertainty Quantification

The likelihood is the probability of observing the set of measurements (Co, Γo), given
a proposed source term, λ. The likelihood is evaluated by assuming a probability distribu-
tion for the residuals Co

ik − Cm
ik (λij) and Γo

κ − Γm
κ (λij). In this study, we use a log-normal

likelihood, which is less sensitive to outliers than the Gaussian distribution and auto-
matically gives a higher weight to measurements/predictions of low values. This makes
it useful when dealing with measurement values over several orders of magnitude [6].
One practical challenge when dealing with log-normal distributions is that only positive
values are mathematically allowed, while the physical quantity may in principle be zero.
For the gamma dose rates, this is not an issue, since we add background radiation to
the modelled measurements, thereby ensuring that values are always positive. For the
air concentration measurements, on the other hand, modelled predictions may be zero,
while the measured predictions may be below the detection limit. Assume that for a
given measurement, Co

ik, the detection limit is εik. To avoid zero-values, we use these
altered observations and model predictions C̃o

ik = max
(
εik, Co

ik
)

and C̃m
ik = max

(
εik, Cm

ik
)
.

These altered forms have the additional benefit that they provide a theoretically sound way
of using non-detections, since these will only contribute to the likelihood, when the mod-
elled concentration is above the detection limit. Thus, there is no risk of falsely interpreting
a low value as a zero. The likelihood is given as:

P
(

C̃o, Γo|λ, I
)
= ∏

k
∏

i
Lognormal

(
C̃m

ik , σf

)
∏

κ

Lognormal
(
Γm

κ , σg
)
, (8)

where Cm
ik and Γm

κ are as defined in Equation (1). σf and σg are related to the uncertainty of
the measurements as well as the unknown model errors. In this study, both are negligible
as discussed in Section 1. However, in order to make the method as general as possible,
the uncertainty parameters are treated as nuisance parameters, i.e., they are kept as free
parameters and sampled by the Monte Carlo algorithm. In practice, a wide uniform
distribution has been used as prior distribution for the nuisance parameters σf, σg ∼
U(0, 10), which allows for a broad range of shapes of log-normal distributions.

3. Results and Discussions

As described in Section 2.5, the results are obtained by using the NUTS algorithm [25],
which is implemented in the PyMC3 python library [26]. The algorithm is constructed in
such a way that almost no parameter tuning is necessary. To ensure convergence, the target
acceptance rate was increased from the default 0.8 to 0.99. Aside from this, everything was
kept at PyMC3’s default values; two simultaneously running chains, each with 1000 tuning
steps and 1000 draws from the target distribution. This provides a total of 2000 realizations
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of the posterior probability distribution. For further details on the NUTS parameters,
see [25,26].

In our analysis, we include 10 of the 11 radionuclides described in Section 2.1.1,
excluding Xe-135m based on the rationale that its short half-life of approximately 15 min
makes it unimportant on longer temporal, and thus also spatial scales. This means that
there is not enough information in the measurement data to sufficiently constrain the
release rate of Xe-135m. The other three noble gasses are included, although there are no
filter measurements to help constrain their release rates. However, as long as their half-lives
are sufficiently different, we expect the gamma dose rate patterns to differ enough to be
able to distinguish between their contributions. The prior probability distributions for the
release rates of Kr-88, Xe-133, Xe-135, Cs-137, I-131 and Te-132 were defined as log-normal
distributions, Equation (4) with mean and standard deviations given by Equation (5).
The release rate for Cs-134 was defined as a deterministic variable, equal to the release rate
for Cs-137 multiplied by the fixed ratio 1.4. Finally, the prior distributions for the release
rates of I-132, I-133 and I-135 were defined as bound log-normal distributions Equation (7),
where the bounds are given by the flexible constraints, Equation (6).

We assume that the time of the emergency shutdown of the nuclear reactor (SCRAM),
22 September, 05:00 UTC, is known. We therefore consider this as the first possible time of
release. We then consider the release during the following 24 h by assuming twelve 2-h
constant releases, i.e., ∆tbin = 7200 s. The source term estimation is based on the simulated
measurements described in Section 2.1.1, but only measurements until 23 September,
08:00 UTC are used for the source term estimation, leaving the remaining measurements for
validation of model predictions based on the estimated source term. Thus, for all particles,
only two 24-h filter measurements from each of the five filter stations are available, i.e., ten
filter measurements per particle. However, first, all measurements without any information
are discarded; if a given measurement is not influenced by any of the time-binned unit
releases, it is removed from the data set. After this automatic removal of data, only one
filter measurement per particle from each of the two filter stations in southern Finland are
left. Thus, even when using the additional constraints described in Section 2.6, the amount
of filter measurement data is very limited.

The gamma dose rates, on the other hand, are measured every hour at 214 different
locations, see Figure 1. Thus, from 22 September, 05:00 UTC to 23 September, 08:00 UTC,
a total of 5778 measurements. After the automatic removal of data without information,
1918 measurements are left.

Given the high dimensionality of the parameter space, it is not possible to visu-
alize all elements of the actual posterior distribution. Instead the individual release
rates are shown in Figure 2. The plots show the median release rates as well as the
10th and 90th percentiles based on marginal distributions for each 2-h release period.
Further, Figure 3 shows histograms of the marginal distributions of time integrated releases
for all radionuclides. The only release rate, which is well determined for most time bins
is that of Xe-133. This makes sense, since it is the only relatively long-lived noble gas; the
half-life is approximately five days, while Xe-135 and Kr-88 have half-lives of roughly nine
and three hours, respectively. Further, since the noble gasses do not deposit, the gamma
dose rate pattern of Xe-133 will also be easy to distinguish from those of the long-lived
particles. For the particles, the estimated release rates clearly indicate the effects of the
constraints in Equation (6); the release rates of the four iodine isotopes, which are all
“tied together”, are better estimated than those of both the caesium isotopes and of Te-132.
Since the release rates of the two caesium isotopes are forced to differ only by a factor, we
also expect these to be better estimated than the release rate of Te-132. While it is not easy
to see that this is the case, it is clear from Figure 3 that the released amounts of the two
caesium isotopes are better estimated than Te-132.
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Figure 2. Release rates for each radionuclide in each 2-h time bin. The solid blue lines show the
medians of the marginal distributions, while the dashed blue lines show the 10th and 90th percentiles.
For comparison, the solid black lines show the true release profile. To focus on the release rates of
high magnitude, we have set the minimum value on the y-axis to 10% of the lowest true release rate.
Thus, predicted release rates below this limit are not shown in the plot, e.g., the predicted release rate
of Xe-135 only shows the 90th percentile, while both the 10th percentile and the median are below the
axis limit.
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Figure 3. Probability density for each radionuclide as a function of time-integrated release. The
vertical red lines show the actual released amounts.

The histograms in Figure 3 show that for some radionuclides, the amounts are quite
well constrained, e.g., the release of I-131, which varies from roughly 70 PBq to 180 PBq,
and Xe-133, which varies from roughly 3.6 EBq to 4.4 EBq. The latter, however, only
barely include the true released amount in the probability distribution. For the remaining
radionuclides, the released amounts are not very accurately estimated, especially not for Kr-
88 and Xe-135. Given the limited amount of measurement data, this result is not surprising.
Further, it is important to note that the log-normal prior distribution ensures release rates
of positive values. Hence, the estimated release will necessarily have the same duration as
the considered release period, 24 h in this case. However, we see from Figure 2 that most
release rates drop significantly in magnitude after 12 h from SCRAM.

95



Atmosphere 2022, 13, 1877

From Figures 2 and 3, it may seem that the source term is not sufficiently constrained
by the data. Clearly, release rates for some nuclides are poorly estimated, e.g., Kr-88
and Xe-135, and it may therefore be tempting to exclude these from the source term.
However, we found that when excluding these, the estimated release rates of the remaining
nuclides are less accurate. Thus, it seems that the release of some of the other nuclides com-
pensate for their lacking contribution. On the other hand, it is important to note that includ-
ing Kr-88 and Xe-135 in the source term does not seem to compromise the release rates of the
remaining nuclides. Thus, when it is not known a priori which nuclides constitute the best
possible source term, the safer choice seems to be to include more nuclides than necessary.
Further, the marginal distributions are obtained by integrating over the remaining parame-
ters of the multi-nuclide source term, and therefore all correlations between parameters
are ignored. As demonstrated below, though the marginal distributions of individual
releases might be uncertain, the gamma dose rate patterns of different realizations of the
multi-nuclide source term vary significantly less.

Figure 4 shows predicted air concentrations and gamma dose rates as function of
observations. The upper plots show filter measurements, and the lower plots show gamma
dose rates. The left plots show measurements before 23 September, 08:00 UTC, i.e., the
measurements that are used for the source term estimation. The right plots show mea-
surements after 23 September, 08:00 UTC and therefore show a prediction of future values
based on the estimated source term. The percentiles are estimated by first calculating the
concentrations and gamma dose rates from all source terms in the posterior distribution
and then finding the percentiles in the calculated values. The plots with the gamma dose
rates show a randomly selected subset of 300 observations, since more data in the plot
makes it impossible to distinguish the different data points. The figure shows that the
average activity concentrations at the filter stations are generally estimated to match the
observations within the uncertainties, although some allow for a wide variation. On the
other hand, the predicted gamma dose rates fit very well with the observed even for the
predicted values. Considering the fact that a total of 1918 gamma measurements and only
2 filter measurements for each nuclide are used for the inversion, it is not surprising that
the gamma dose rates are more accurately estimated.
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Figure 4. Cont.
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Figure 4. Model predictions with uncertainties (median and 10th and 90th percentile) on the y-axis,
and observations on the x-axis. The solid black lines indicate a perfect correlation, while the dashed
black lines indicate a factor of 5 between model and observation. (a) shows the filter measurements
until 23 September, 08:00 UTC, i.e., the measurements that are used for the source term estimation,
whereas (b) shows the filter measurements after 23 September, 08:00 UTC, i.e., predicted future air
concentrations. (c) similarly shows the gamma dose rates until 23 September, 08:00 UTC, and (d)
shows the gamma dose rates after 23 September, 08:00 UTC.

Figure 5 shows the predicted gamma dose rates at the locations of six selected gamma
stations, viz. the six stations that measured the highest values. The plots show that there
is good agreement between modelled observed gamma dose rates and that even the time
evolution is captured very well.

0 5 10 15 20
Time after SCRAM [hours]

0

1000

2000

3000

4000

Ga
m

m
a 

do
se

 ra
te

 [
Sv

h
1 ]

0 5 10 15 20
Time after SCRAM [hours]

0

500

1000

1500

2000

Ga
m

m
a 

do
se

 ra
te

 [
Sv

h
1 ]

0 5 10 15 20
Time after SCRAM [hours]

0

200

400

600

Ga
m

m
a 

do
se

 ra
te

 [
Sv

h
1 ]

0 5 10 15 20
Time after SCRAM [hours]

0
50

100
150
200
250
300
350

Ga
m

m
a 

do
se

 ra
te

 [
Sv

h
1 ]

Figure 5. Cont.
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Figure 5. Gamma dose rates at locations of gamma stations during the first 24 h after the accident.
Model predictions with uncertainties (median and 10th and 90th percentile) are shown by the blue
dots and error bars, while the true gamma dose rates are shown by the black solid line. The selected
gamma stations are all close to release locations, viz. the six stations that measured the highest values
during the first 24 h.

Finally, Figure 6 shows the probability distributions of the two uncertainty parameters
σf and σg; both parameter distributions indicate relatively narrow log-normal distributions,
which is expected given that model errors are negligible.
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Figure 6. Marginal probability distributions of the uncertainty parameters, (a) σf and (b) σg.

3.1. Including All Data

For comparison, we show the estimated source term when including all measurements.
Figure 7 shows the release rates and probability densities of released amounts for three
selected nuclides, Cs-134, I-131 and Xe-133. Interestingly, the release rates are all better
defined than the previous result, i.e., the distributions are narrower. However, the release
rate estimates are not necessarily more accurate. On the other hand, comparison with
Figure 2 shows that the use of later measurements allows for a better estimate of the
duration, as all release rates are very low after 16 h from the SCRAM.

As discussed previously, there are not many filter measurements available, and there-
fore the gamma dose rates are dominant; thus, the estimated source term is more likely
to match the gamma dose rates than the filter measurements. This is apparent from
Figure 8, which shows the modelled air concentrations and gamma dose rates as function
of observations, similar to Figure 4. There is a very good agreement for gamma dose rates,
while for air concentrations, the discrepancy is somewhat larger.
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Figure 7. Release rates and probability densities for selected nuclides. For further description of the
plots, see captions of Figures 2 and 3.
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Figure 8. Model predictions with uncertainties (median and 10th and 90th percentile) on the y-axis,
and observations on the x-axis. The solid black lines indicate a perfect correlation, while the dashed
black lines indicate a factor of 5 between model and observation. (a) shows the filter measurements,
whereas (b) shows the gamma dose rates.
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3.2. Efficiency

Regarding efficiency, we only have rough estimates of the computation time. However,
we see that the time depend strongly on the amount of data included. The computation
time for the first result, using data from only the first 24 h, was approximately half an hour.
When including all data, the computation time was approximately 3.5 h. These estimates
are the wall times of the runs of the NUTS algorithm, when running the algorithm in
parallel on two CPUs on a standard modern laptop. In addition, some time is of course
required for running the dispersion model and restructuring the data.

When operationalized, the code should be adapted to run on an HPC facility to
further decrease computation time. In addition, the total set of gamma dose rate obser-
vations constitute 8953 measurements from a relatively dense network sampling at every
hour. We suspect that there is a lot of redundant information in this data set, so instead
using a subsample of this data set might be sufficient and would reduce computation
time significantly.

4. Summary and Conclusions

We have developed a Bayesian inverse method for probabilistic source term estimation
to be used for accidental nuclear releases to the atmosphere. The source term probability
distribution is sampled using the Hamiltonian Monte Carlo algorithm NUTS, which is
robust and needs only limited parameter tuning. In theory, this makes it directly applicable
to other cases without making significant changes to the method.

The method is applied to a synthetic data set derived by running an atmospheric
dispersion model for a realistic accident at a nuclear power plant. The data set consists of air
concentration measurements at existing filter stations as well as gamma dose rates at gamma
stations. We have shown that even with a limited set of air concentration measurements,
realistic source term estimation is possible based on early observations of gamma dose
rates. Further, the results indicate that additional constraints on the release rates based
on information on the nuclear reactor core inventory can be used to improve the accuracy
of the predictions. The estimated released amounts of most individual radionuclides are
described by relatively wide probability distributions. However, the gamma dose rates
predicted using the probabilistic source term correspond well with observations.

Of course, when applied to a real-world case, we expect that model errors will reduce
the accuracy of the predictions to some extent. However, if the models used are unbiased,
we anticipate that the predicted gamma dose rates will still be more accurately estimated
than the release rates of the individual radionuclides. Further, to make the method as
generally applicable as possible, we treat the uncertainty parameters as nuisance parame-
ters. Hence, no assumptions about the magnitude of the uncertainties are made; the only
assumption is that the residuals are log-normal distributed.

In conclusion, we have developed a method that performs well applied to the sim-
ulated release case, and the results indicate that even with limited measurement data
available, it is possible to construct a probabilistic source term that provides accurate pre-
dictions of gamma dose rates and reasonable estimates of the released amounts of most of
the radionuclides considered. Due to the few assumptions made and the robust theoretical
foundation, we expect the method to generalize well. However, in order to fully examine
the performance of the method, future application to real-world cases is necessary.
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Abstract: This work is devoted to the development of an ensemble of below-cloud scavenging
models of pollutant aerosol transport into the atmosphere. Among other factors contributing to the
uncertainty of the forecasts of the dispersion and deposition of technogenic gas-aerosol releases in
the atmosphere, precipitation scavenging is one of the least studied and, in case of precipitation, can
be the dominant mechanism for aerosol deposition. To form the ensemble of below-cloud scavenging
models, appropriate experimental data, raindrop-aerosol capture models, raindrop terminal velocity
parameterizations, and raindrop size distributions were chosen. The pool of models was prepared
and then evaluated to adequately describe the experimental data using statistical analysis. Rank
diagrams were used to analyze the adequacy of meteorological ensembles; together with the ensemble
distribution construction, they allowed selecting the groups of models with such properties as to
produce unbiased estimates and dispersion corresponding to the dispersion of the experimental
data. The model calculations of the concentration fraction deposited due to below-cloud scavenging
were performed using a log-normal distribution with characteristics corresponding to those observed
during the accidents at the Chernobyl NPP and Fukushima-1 NPP. The results were compared with
those obtained using the models of the NAME and FLEXPART codes. The results of this work can be
used to improve the current approaches applied for modelling the distribution of pollutants in the
atmosphere in the case of emergency, enhancing the reliability of forecasts by taking into account
uncertainties in the results. The formed multi-model ensemble will be included in the decision
support system used in responding to releases of radioactive substances into the atmosphere.

Keywords: ensemble forecast; below-cloud scavenging; raindrop; contamination; aerosols; pollutants

1. Introduction

Atmospheric transport modeling is one of the most important tasks of emergency
preparedness and response [1,2] because atmospheric transport is the fastest way to deliver
pollutants from the source to humans. Atmospheric transport modeling is performed
using diagnostic or predictive weather forecast models, which generally determine the
quality of the modeling. Depending on the problem, the forecast can be considered on
different time scales, from “nowcasting” [3,4] for early detection of warning situations, to
medium-range forecasting [5,6], which can be used for assessments of possible hazards to
human health due to pollutant emissions, and finally long-term forecasts [7,8] for long-term
safety analysis issues. Using models of atmospheric transport, the parameters of pollution
of environmental objects are modeled. Important parameters such as surface deposition
density and time-integrated concentration are used for assessment of the population ex-
posure and hence the population safety [9]. The accuracy (mean and dispersion) of such
estimates is studied in terms of processes that affect the result: turbulent and advective
transport [10,11], dry deposition [12–14], chemical transformations [15,16], and precipita-
tion scavenging [17,18]. At present, we know the accuracy of the models describing the
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turbulent transport for the landscapes, where the Monin–Obukhov similarity theory [19] is
valid; dry deposition for areas with typified landscape conditions [20]; and wet deposition
for precipitations that are relatively homogeneous over composition and territory [21]. In
practice, when modeling the distribution of atmospheric releases during the accident at the
Fukushima-1 NPP, the differences between the actual data and forecasts differed by orders
of magnitude or more due to inaccuracy of knowledge about the source term [22] as well
as to the inaccuracy of physical processes modeling [23]. An ensemble forecast [24] was
developed to solve such problems, taking into account all uncertainties (inaccuracy of the
initial data and inaccuracy of modeling processes). It was previously used for modeling
weather conditions [25], to obtain the weather forecast for impurity dispersion problems.
In [26], the first ensemble forecasts were successfully applied to the ETEX experiment and
then to the accident forecasting system [6,27–29]. It is essential for the ensemble approach
to take into account all types of uncertainties. This can be achieved by using a priori data
on the distribution function of given parameters [30] or, for example, using a multi-model
ensemble [24].

In this paper, we present the results of assessment of the uncertainties caused by the
below-cloud scavenging of aerosol particles by raindrops, using the multi-model ensemble
method. The main result is a well-defined structure of the distribution function. This is
critical if the ensemble is used for dose estimates with assurance levels (e.g., probability of
exceeding a threshold) [31].

When forming an ensemble of models, the following processes should be taken into
account in the below-cloud scavenging models of aerosols by precipitation: microphysical
processes of the interaction of aerosol particles with droplets using Brownian diffusion,
interception, impaction, thermo- and diffusiophoresis, and viscous (aerodynamic) drag, as
well as the processes of coalescence and breaking of raindrops when falling in the atmo-
sphere [18]. One of the determining factors, similar to the modelling of dry deposition [12],
is the particle size distribution of aerosols. We will evaluate the quality of the ensemble on
the basis of comparison with experimental data and field measurements by metrics used
in meteorological models for describing the quality of reproduction of calculated data (in
comparison with the observation data).

Wet deposition is commonly divided into in-cloud scavenging and below-cloud scav-
enging [17]. The below-cloud scavenging of aerosol particles by raindrops is studied in this
paper. There are two types of below-cloud scavenging models: integral models that are
based on the dependence of the scavenging coefficient Λ on the intensity of precipitation
Λ = aIb (where a and b are empirical constants, depending on the type of precipitation) [32],
and differential models that take into account the dependence of the scavenging constant
on the diameter of the aerosol particle d [33].

To select the models for a multi-model ensemble, we analyzed the experimental data
from studies of below-cloud scavenging, as well as a set of models of below-cloud scaveng-
ing that consider microphysical processes of interaction (Brownian diffusion, interception,
impaction, thermo- and diffusiophoresis), models describing the terminal droplet fall
velocity, and the polydispersity of the aerosol and the raindrop system.

The prepared set of models was tested against the experimental data; the estimates of
the FB, Pearson, FAC5, and FAC10 criteria were obtained. Then, the models were selected
using the rank histograms to form a multi-model ensemble that provides an unbiased
estimate. We also demonstrated that the ensemble dispersion covers the scatter of the
experimental data if the ensemble is approximated by a normal distribution function.
Additionally, this ensemble was applied for the log-normal distribution of aerosol particles
with diameters with the characteristics of Chernobyl aerosols observed in the first days
after the accident. Comparative calculations were carried out using the integral models in
order to assess the fraction of the washed-out concentration. They showed a significant
(more than an order of magnitude) increase in the modeling error when there is a deviation
from the average dimensional characteristics of aerosols.
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The formed multi-model ensemble could be used to describe the quantitative char-
acteristics of the forecast uncertainty associated with the lack of knowledge about the
environment parameters and the parameters of the aerosol interaction with hydrometeors
in the atmosphere, providing a well-defined structure of the distribution function of the
results. This is necessary for the development of codes predicting the consequences for the
population by improving the quality of the forecast.

2. Materials and Methods
2.1. Below-Cloud Scavenging Models

Below-cloud scavenging of aerosol particles in atmospheric transport models is de-
scribed by the below-cloud scavenging coefficient, Λ (1/s):

dC(d)
dt

= −Λ(d)× C(d) (1)

where C(d) is the concentration of aerosol particles with diameter d in the volume under
study, and t is the interaction time of precipitation and aerosol. Determining Λ seems to be
the main difficulty in modeling the interaction between aerosols and precipitation.

In case of the polydisperse system of raindrops, the below-cloud scavenging coefficient
Λ is determined by the following expression:

Λ(d) =
∫ ∞

0
E(D, d)V(D)

πD2

4
N(D)dD (2)

where N(D) is the size distribution function of raindrops, m−4, E(D) is the collision efficiency
of raindrops, V(D) is the raindrop terminal velocity, m/s, and D is the raindrop diameter, m.

2.1.1. Collision Efficiency E

The collision efficiency E(D, d) is, by definition, the ratio of the actual collision cross
section to the geometric cross section of the raindrop. The value E = 1 means that all
particles in the geometric volume swept by the falling raindrop will be collected by the
raindrop. Usually the values of E << 1 [34].

There are a number of different models for evaluating the collision efficiency. The
following models for calculating E were used in this paper to form a multi-model ensem-
ble: the Slinn model [35] (hereinafter the SL83 model); the extended model SL83+ [36],
which takes into account the contributions of thermo- and diffusiophoresis; the Pripachkin
model [37] (hereinafter PR19).

Figure 1 shows a schematic representation of the contributions of processes that affect
the wet deposition for various aerosol particle diameters, built according to the SL83+
model, as well as the contribution of thermo- and diffusiophoresis at a fixed raindrop
diameter D = 1 mm and a difference between particle and raindrop absolute temperatures
of Ta − Ts = 3 ◦C. It can be seen that the Brownian diffusion has a greater effect for small
particles (with a diameter of less than 0.01 µm), while impaction affects large particles (with
a diameter of more than 2 µm). Aerosols in the range of 0.01–2 µm (the so-called Greenfield
Gap range) are least scavenged. The contribution of thermophoresis decreases with particle
diameter increase. Diffusiophoresis does not depend on the aerosol particle diameter.
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Figure 1. Schematic representation of the contributions of processes. 1—Brownian diffusion, 2—
interception, 3—impaction, 4—thermophoresis, 5—diffusiophoresis, Eff—total collision efficiency. 
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Parameterization of collision efficiency of an aerosol particle by a raindrop in the
SL_83 model

The SL83 model takes into account the influence of Brownian diffusion processes,
impaction, and interception. The collision efficiency E is expressed as [30]:

E(d, D) = EBr + Eint + Eine (3)

where EBr, Eint, and Eine are the efficiencies of diffusion, interception and inertial impaction,
respectively.

EBr =
4

ReDSc

(
1 + 0.4ReD

1
2 Sc

1
3 + 0.16ReD

1
2 Sc

1
2

)
(4)

Eint = 4
d
D

[
µa

µw
+

d
D

(
1 + 2ReD

1
2

)]
(5)

Eine =

(
St− St∗

St− St∗ + 2
3

)3/2

(6)

where D and d are the diameters of a raindrop and an aerosol particle, correspondingly,
m; St = 2τ(V(D)−v(d))

D is the Stokes number; V(D) and v(d) are the terminal velocities

of raindrops and particles, correspondingly, (v(d) << V(D)); τ =
(ρp−ρa)d2Cc

18µa
is the relax-

ation time of particles; µa, µw are the dynamic viscosity of air and water, correspond-
ingly, kg/(m·s); St∗ =

1.2+1/12 ln(1+ReD)
1+ln(1+ReD)

is the critical Stokes number calculated for a rain-

drop; ReD = D·V(D)
2ν is the Reynolds number calculated for a raindrop with a diameter D;

Sc = µa
ρa ·Ddi f f

is the Schmidt number calculated for a raindrop; ρa, ρp are the air density

and particle density, kg/m3; Cc = 1 + 2λa
d

(
1.257 + 0.4e−0.55 d

λa

)
is the Cunningham correc-

tion for aerosol particle glide; λa = 0.0651·10−6 is the mean free path of air molecules, m;
Ddi f f =

CckbTa
3πµd is the diffusion coefficient of aerosol particles in air, m2/s; and kb = 1.38·10−23

is the Boltzmann constant, J/K. For particles of mass density ρp different from 1.0, g/cm3,

the inertial contribution to the collision efficiency should be scaled by
(

ρw
ρp

)1/2
[35].

Parameterization of the collision efficiency in the SL_83+ model
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The model is based on the SL83 model, which takes into account the models of thermo-
and diffusiophoresis processes. The aerosol particle collision efficiency E is as follows:

E(d, D) = EBr + Eint + Eine + Eth + Edph (7)

According to [36], the contributions of thermophoresis Eth and diffusiophoresis Edph
to the efficiency E can be expressed as follows (other terms of the sum are similar to the
SL83 model):

Eth(d, D) =
4αth

(
2 + 0.6ReD

1
2 Pr

1
3

)
(Ta − Ts)

V(D) D
(8)

Edph(d, D) =

4βdph

(
2 + 0.6ReD

1
2 Sc

1
3
w

)(
p0

s
Ts
− p0

a RH
Ta

)

V(D) D
(9)

Coefficients αth and βdph are defined by the following expressions, correspondingly:

αth =
2Cc

(
ka +

5λa
D kp

)
ka

5P
(

1 + 6λa
D

)(
2ka + kp +

10λa
D kp

) (10)

βdph =
TaDdi f f water

P

√
Mw

Ma
(11)

where Pr = cpµa
ka

is the Prandtl number; Scw = µa
ρaDdi f f water

is the Schmidt number for water

vapor in air; Ddi f f water = 0.25·10−4 [38] is the water vapor diffusion coefficient in the air,
m2/s; RH is the relative air humidity; P is the normal atmospheric pressure, Pa; Ta is
the absolute air temperature, K; Ts is the absolute temperature of the raindrop surface, K
(in [18,36,39], the values of Ts and Ta were chosen to obtain Ta − Ts = 3 ◦C); p0

s p0
a is the

pressure of water vapor at temperatures Ta Ts, Pa; ka, kp is the thermal conductivity of air
and particles, W/m·K; Mw = 18.0 and Ma = 28.97 are the molecular masses of water and
air, a.m.u.

2.1.2. Terminal (Falling) Velocity V

The terminal raindrop velocity (raindrop fall velocity) is the terminal vertical compo-
nent of the raindrop velocity, which is achieved by balancing drag force of the medium
with the raindrop gravity.

Table 1 lists the parametrizations of the terminal raindrop velocity, m/s, from [18].

Table 1. Formulas for calculating the terminal raindrop velocity, m/s.

Kessler 1969 V(D) = 13(D·100)0.5

Atlas 1977 V(D) = 1.7·105(D·100)0.67

Willis 1984 V(D) = 48.54 · (D·100) · e−1.95(D·100)

Best 1950 V(D) = 9.58 · (1− e
(
−D·100

0.171 )
1.147

)

Figure 2 shows the dependence of the calculated terminal velocity on the raindrop
diameter for the selected models. One can see that around the raindrop diameters of
~0.1 mm and ~10.0 mm, the terminal velocity values differ by several times for the selected
parametrizations, which in turn will affect the results of calculations, if the size distribution
of raindrops is taken into account.
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2.1.3. Raindrop Size Distribution N(D)

The following raindrop size distributions were chosen for the current study:
Raindrop size distribution ND_MP48
Exponential distribution [40]:

N(D) = N0ee−βeD (12)

where N0e = 0.08·108 m−4 is the entanglement parameter (at D = 0); D is the raindrop
diameter, m; βe = 4100 × I−0.21 m−1 is the slope parameter; I is the rain intensity, mm/hour.

Raindrop size distribution ND_FL86
Lognormal distribution [41]:

N(D) =
Ntotal√

2πD log(σD)
exp (−

(log
(

D/Dg)

)2

2log2(σD)
) (13)

where D is the raindrop diameter, mm; Ntotal is the total raindrop density, m−3; Dg is the
raindrop median diameter, mm; σD is the standard geometric deviation.

σ∗D = 1.43− 3.10× 10−4 I (14)

Ntotal = 172 I0.22 (15)

Dg = 0.75 I0.21 (16)

where (*) is used for the variables, for which the approximation is based on the intensity of
precipitation I; σ* is only applicable for I > 5 mm/h.

2.1.4. Models for Comparison of Concentration Loss for the Integral Spectrum of
Aerosol Particles

Pripachkin microphysical model PR19

108



Atmosphere 2023, 14, 398

In this model, the collision efficiency takes into account the processes of Brownian
diffusion, impaction, and the interception of an aerosol particle by a raindrop and does
not take into account the thermo-diffusiophoresis and the electrostatic interaction. The
raindrops are represented as a system of spherical obstacles that form a homogeneous
filtering medium for capturing the aerosol particles [37]. The below-cloud scavenging
coefficient Λ is determined by the following expression:

Λ(d) =
3
2

E(d, D)I
1
D

(17)

The aerosol collision efficiency E(d, D) is related to the capture coefficient η, as follows:

E(d, D) = 1− e−γη (18)

where γ = 4αH
πD is a coefficient depending on the macroscopic parameters of the medium

(~1.0), α = πD3n(D)
6 is the partial density of raindrops (varies from 10−5 to 10−10 for raindrops

with a size of 0.1–6 mm, respectively), n(D) is the volume concentration of raindrops, m−3,
H is the vertical size of the reference volume (from 102 to 103 m), η = ηst + ηD + ηDK are the
coefficients of inertial, diffusion capture, and capture due to entanglement, respectively.

ηst =
St− St∗

St
(19)

ηD =
4× (1 + 0.4ReD

1
2 Sc

1
3 )

ReDSc
(20)

ηDK = 4r
[

µa

µw
+ r
(

1 + 2ReD
1
2

)]
(21)

where St is the Stokes number calculated for a raindrop, St∗ is the critical Stokes number, Sc
is the Schmidt number, ReD is the Reynolds number calculated for a raindrop of diameter
D (St, St∗, Sc, ReD µa, µw; see model SL83), and r = d/D is the entanglement parameter.

Parameterized model FLEXPART v10.3
This model was used in the transport code FLEXPART (version v10.3 and higher) to

calculate the below-cloud scavenging coefficient [33]; a detailed description of the model is
presented in [42].

log
(

Λ
Λ0

)
= a + bD−4

p + cD−3
p + dD−2

p + eD−1
p + f

(
I
I0

)0.5
(22)

where Λ0 = 1.0 1/s, I0 = 1.0 mm/h, Dp = log d
d0

, d0 = 1.0 m, a = 274.36, b = 332839.6,
c = 226656, d = 58005.9, e = 6588.38, and f = 0.24498.

Integral models of the codes NAME and FLEXPART
These models were used in the transport code NAME [32] and FLEXPART (versions

below v10.3; a detailed description is presented in [33]) to calculate the below-cloud
scavenging coefficient in the form of dependence of the type Λ = aIb.

NAME Λ = 8.4× 10−5 I0.79 (23)

FLEXPART Λ = 0.33× 10−4 I0.42 + 1.0× 10−4 I0.58 (24)

2.2. Statistics

The following values were calculated as statistical metrics for selecting the ensemble
members: FB—fractional bias, R—Pearson’s correlation coefficient.

FB =
xo − xp

0.5·
(

xo + xp
) (25)
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R =
∑n

i=1
(
xpi − xp

)
(xoi − xo)√

∑n
i=1
(
xpi − xp

)2
√

∑n
i=1(xoi − xo)

2
(26)

FAC5 = Proportion of data satisfying 0.2 ≤ xp

xo
≤ 5 (27)

FAC10 = Proportion of data satisfying 0.1 ≤ xp

xo
≤ 10 (28)

where xp are predicted values, and xo are experimental values.

2.3. Ensemble Verification

The rank histograms (Talagrand diagrams) [43] characterize bias of ensemble estimate
and allow demonstrating the reliability of the ensemble forecast in comparison with a
sample of experimental data. The interpretation of the rank histogram is based on the
assumption that all ensemble members, as well as observation data, have the same distri-
bution. If the ensemble units are chosen in such a way that the observations equally “fit”
between the ensemble members, then the rank histogram is flat. The asymmetric type of
the histogram indicates a bias of the mean value of the forecasts. If the rank histogram
is symmetrical and U-shaped, this means that the ensemble distribution does not cover
the observations. If the histogram is Λ-shaped, the distribution is scattered. When the
experimental value is less than the ensemble calculations, bin 1 is assigned to it; if the
experimental value is in second place in ascending order, bin 2 is assigned to it, etc.

2.4. Experimental Data

The experimental data were taken from the studies of below-cloud scavenging of
aerosols by raindrops [35,44–47]. Unfortunately, at the moment, there is a lack of experi-
mental data on below-cloud scavenging, and in most studies the data are presented in the
form of an integral approximation, both in terms of precipitation intensity and disperse
composition of aerosols. The data given in the study conducted by Sparmacher were
obtained under controlled conditions and are the best in terms of their “validity”. Table 2
presents the experimental values of the below-cloud scavenging coefficient Λ, as well as
the conditions under which they were obtained.

Table 2. Experimental conditions and experimental values of the below-cloud scavenging coefficient
Λ from various studies.

N Source Precipitation Intensity,
mm/h

Density of Aerosol
Particles, g/cm3 Coefficient Λ, 1/s

1 Sparmacher
0.1 ≤ dp ≤ 1.0 µm

2.0–5.0
1.0

(1.4–4.9) × 10−7

2 5.0–12.0 (0.6–2.0) × 10−6

3 Sparmacher
1.0 ≤ dp ≤ 10.0 µm

2.0–5.0
1.0

(0.2–2.6) × 10−6

4 5.0–12.0 (4.2–6.2) × 10−6

5 Slinn
1.0 ≤ dp ≤ 10.0 µm

2.0–5.0
3.0 *

(1.6–8.6) × 10−4

6 5.0–12.0 (1.0–2.1) × 10−3

7 Baklanov
1.0 ≤ dp ≤ 10.0 µm 5.0 3.0 * (0.1–15.0) × 10−4

8 Blanco-Alegre
0.1 ≤ dp ≤ 1.0 µm 1.0–3.0 1.0 ** (0.2–8.0) × 10−5

9 Zikova
0.1 ≤ dp ≤ 1.0 µm 2.0–5.0 *** 1.0 ** (1.7–5.5) × 10−5

* the values of density of aerosol particles were not explicitly indicated in the papers and were chosen according
to [48]; ** the values of density of aerosol particles also were not indicated in these papers and were taken equal to
1.0 g/cm3 due to the fact that in the scavenging models, the particle density contributes only to large particles
(>1.0 µm); *** the values of precipitation intensity were taken equal to the generally accepted moderate rains
intensity [49].
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The experimental data from experiments 8 and 9 also could be described using the
ensemble approach, but the conditions under which such experiments were carried out led
to dominance of the in-cloud scavenging process [18]. In this paper, we decided to focus on
below-cloud scavenging models only, but we cannot ignore the recent experimental data, so
we performed assessments by combining in-cloud and below-cloud scavenging models to
ensure that these experimental data can be also covered. For this purpose, models (Jylha’s
model [50], Environ’s model [51], Pudykiewicz’s model [52])were taken and applied under
experimental conditions.

Jylha 1991 Λ = 3.4× 10−5 I0.55 (29)

Environ 2018 Λ = 4.2× 10−4 I0.79 (30)

Pudykiewicz 1989 Λ = 3.5× 10−5 RH−RH0
RHc−RH0

, RH > 80% (31)

where Λ is an in-cloud scavenging coefficient, 1/s; I is rain intensity, mm/h; RH is relative
humidity, %; RH0 is a threshold value of the relative humidity above which the subgrid
scale condensation occurs; RHc is a relative humidity for the saturation state. As can be
seen in Figure 3, the in-cloud scavenging process determines the scavenging coefficient
and deposition rate. Thus, we will focus on the experimental data 1–7 from Table 2, and in
further work we will consider the cleaning process in the cloud as a separate process, the
models of which, also using the ensemble preparation method studied in this work, will be
tested and built in the same way.
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Figure 3. Dependence of the calculated values of scavenging coefficient on the diameter of scavenged
particles calculated for 16 models of below-cloud scavenging and for 3 models of in-cloud scavenging;
the values from experiments (a) No. 8 and (b) No. 9.

3. Results and Discussion
3.1. Set of Below-Cloud Scavenging Models

Based on the collision efficiency models, the terminal raindrop velocity, and the size
distribution of raindrops, a set of models (Table 3) of below-cloud scavenging was formed,
which was then tested against the experimental data.
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Table 3. Set of below-cloud scavenging models.

N Collision
Efficiency

Distribution
of Raindrops

Terminal Raindrop
Velocity N Collision

Efficiency
Distribution
of Raindrops

Terminal Raindrop
Velocity

1 SL83 MP48 KS69 9 SL83+ MP48 KS69

2 SL83 FL86 KS69 10 SL83+ FL86 KS69

3 SL83 MP48 AU77 11 SL83+ MP48 AU77

4 SL83 FL86 AU77 12 SL83+ FL86 AU77

5 SL83 MP48 WL84 13 SL83+ MP48 WL84

6 SL83 FL86 WL84 14 SL83+ FL86 WL84

7 SL83 MP48 BS50 15 SL83+ MP48 BS50

8 SL83 FL86 BS50 16 SL83+ FL86 BS50

The curves in Figure 4 represent all 16 combinations of below-cloud scavenging models
calculated using the parameters of experiment Nos. 1 and 2 (Table 2). Integrals for models
were calculated by the numerical Simpson’s 1/3 rule.
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3.2. Partitioning of the Study Area According to Diameter Ranges

Due to the fact that the values of below-cloud scavenging coefficient Λ differ by several
orders of magnitude (from 10−7 to 10−3) depending on the diameter of aerosol particles,
the study area was divided into two groups according to the characteristic sizes of aerosol
particles: the fine aerosol group: 0.1–1.0 µm; and the coarse group: 1.0–10.0 µm. Figure 5
show the histograms of normalized systematic errors for both groups of diameters. The
histogram in Figure 5a shows that for the fine aerosol group, all combinations of models
that include the SL83 collision efficiency model underestimate the values of the coefficient
Λ, while the models that include the SL83+ model (that takes into account the thermo-
and diffusiophoresis in addition to SL83), on the contrary, overestimate them. This is
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probably related with the limited experimental data in the fine aerosol group. In the coarse
group (Figure 5b), the models have both positive and negative FB values, depending on
the transition between exponential and lognormal raindrop distribution systems.
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aerosol group, (b) coarse aerosol group.

Since the choice of parameterization of terminal raindrop fall velocity does not strongly
affect the scavenging coefficient, it was decided for ensemble constructing to use the models
with different descriptions of collision efficiency, as well as different systems of raindrop
distribution, to give an unbiased estimate in total.

3.3. Results of Calculations of Statistical Metrics

The values of statistical metrics for the constructed set of below-cloud scavenging
models are given in Table 4. Pearson correlation coefficient values are about 0.6 for the fine
group and about 0.5 for the coarse group; FAC5 values range from 0.28–1.0 for the fine
group and are about 0.5 for the coarse group; FAC10 values range from 0.64–1.0 for the
fine group and are approximately 0.7 for the coarse group. The results indicate that the
used set of disperse models is valid in terms of reproducing experimental data both for
fine and coarse aerosol fractions. Further construction of a multi-model ensemble involves
the enumeration of possible combinations from the selected set that satisfies the criteria
of unbiased estimates and compliance of dispersion of the ensemble with dispersion of
experimental data. This is done using the rank histograms.
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Table 4. A set of below-cloud scavenging models and the values of statistical metrics compared with
experimental data (combinations selected for ensemble models are in bold).

N Collision
Efficiency

Distribution of
Raindrops

Terminal
Raindrop
Velocity

FB
(Fine)

FB
(Coarse)

Pearson
(Fine)

Pearson
(Coarse)

FAC5
(Fine)

FAC5
(Coarse)

FAC10
(Fine)

FAC10
(Coarse)

1 SL83 MP48 KS69 0.14 −0.33 0.68 0.50 1.00 0.63 1.00 0.70

2 SL83 FL86 KS69 0.88 0.18 0.61 0.50 0.93 0.59 1.00 0.74

3 SL83 MP48 AU77 0.23 −0.21 0.64 0.51 1.00 0.59 1.00 0.74

4 SL83 FL86 AU77 0.90 0.22 0.61 0.51 0.93 0.59 1.00 0.70

5 SL83 MP48 WL84 0.24 −0.26 0.65 0.51 1.00 0.63 1.00 0.74

6 SL83 FL86 WL84 0.86 0.10 0.63 0.52 0.93 0.59 1.00 0.74

7 SL83 MP48 BS50 0.26 −0.25 0.64 0.52 1.00 0.63 1.00 0.74

8 SL83 FL86 BS50 0.86 0.09 0.63 0.52 0.93 0.59 1.00 0.74

9 SL83+ MP48 KS69 −1.41 −0.34 0.54 0.50 0.29 0.63 0.64 0.74

10 SL83+ FL86 KS69 −0.86 0.18 0.55 0.50 0.71 0.67 1.00 0.74

11 SL83+ MP48 AU77 −1.39 −0.21 0.54 0.51 0.29 0.59 0.64 0.78

12 SL83+ FL86 AU77 −0.85 0.22 0.55 0.51 0.71 0.67 1.00 0.70

13 SL83+ MP48 WL84 −1.39 −0.26 0.54 0.51 0.29 0.63 0.64 0.78

14 SL83+ FL86 WL84 −0.87 0.10 0.56 0.52 0.71 0.67 1.00 0.74

15 SL83+ MP48 BS50 −1.38 −0.26 0.54 0.52 0.29 0.63 0.64 0.78

16 SL83+ FL86 BS50 −0.88 0.08 0.56 0.52 0.71 0.67 1.00 0.74

3.4. Construction of Rank Histograms

The applicability of a set of models as an ensemble can be demonstrated by rank
histogram. For this task, combinations of models with different collision efficiency descrip-
tions (SL83 and SL83+) as well as different raindrop distribution systems (MP48 and FL86)
were taken. A total of 225 combinations, collected from a set of models from Table 3, were
analyzed. Rank histograms were used to analyze how the models describe the statistical
dispersion of observed values for all experimental data from Table 2. Given the small
amount of experimental data, a four-member ensemble was chosen. A larger set, as the cal-
culations showed, led to a strong nonuniformity in the histograms for individual members.
Therefore, histograms were constructed for each combination (for each measurement in
each experiment, taking into account the conditions, the values of below-cloud scavenging
coefficients Λ were calculated for the selected models, they were ranked, and the rank
corresponding to the experimental value was determined; the number of experimental
values that fell into the corresponding ranks is represented as the column height in the rank
histogram).

Examples of the rank histograms for combinations of models are shown in Figure 6a–f.
The remaining combinations show a similar behavior in terms of distribution; therefore,
they are not presented in this paper. We can conclude that the ensemble with models
1, 4, 13, and 14 in Figure 6f is the best. It can be seen that all experimental values are
evenly distributed among the ensemble members, which indicates that the estimate of
the multi-model ensemble is unbiased. A similar behavior was observed in the analysis
of meteorological ensemble in [16], where many more experimental points are available;
nevertheless, there are also bins with behavior that is not ideal with respect to the overall
distribution. The constructed ensemble has an unbiased estimate. If we consider the
ensemble by all measurements, then the average characteristics are FB~−0.3, Pearson~0.6,
FAC5~0.7, and FAC10~0.9 for the fine group, and FB~0.1, Pearson~0.5, FAC5~0.6, and
FAC10~0.7 for the coarse group, which is acceptable considering a wide range of Λ. We
shall consider further the results of calculations for this ensemble based on experimental
data separately for each experiment, integrating the spectrum of aerosol particles over
diameters for the postulated form of size distribution of aerosol particles.
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Figure 6. Rank histogram of a multi-model ensemble, built on combinations of models: 2, 3, 12, 13 
(a); 2, 5, 13, 16 (b): 3, 6, 9, 12 (c); 5, 8, 11, 14 (d); 4, 7, 10, 15 (e); 1, 4, 13, 14 (f). Ranges for bins are 
different for each ensemble depending on the measurable quantities.  

Figure 6. Rank histogram of a multi-model ensemble, built on combinations of models: 2, 3, 12, 13
(a); 2, 5, 13, 16 (b): 3, 6, 9, 12 (c); 5, 8, 11, 14 (d); 4, 7, 10, 15 (e); 1, 4, 13, 14 (f). Ranges for bins are
different for each ensemble depending on the measurable quantities.

115



Atmosphere 2023, 14, 398

3.5. Comparison of the Results of Model Calculations for the Ensemble with Experimental Data

To estimate the statistical dispersion of the ensemble with respect to the experimen-
tal data, we used an approach based on the approximation of the results of ensemble
calculation by the normal distribution function. For this purpose:

1. Groups of diameters were selected in the experimental data, for which the scavenging
value was within the error of the experimental data. This was used to separate the
coarse areas from the fine areas;

2. Model calculations of the below-cloud scavenging coefficient Λ were carried out for
the average diameter of an aerosol particle d corresponding to the experiment in the
considered group of diameters;

3. Then, using the obtained values, the average value µ =
∑4

i=1 Λ(d)i
4 and standard

deviation σ =

√
∑4

i=1 Λ(d)
2
i

4 −
(

∑4
i=1 Λ(d)i

4

)2
was calculated;

4. The fractions of the experimental values that fall into the ranges µ± σ, µ± 2σ, and
µ± 3σ were analyzed.

Figure 7a–g shows the results of the model calculations for the ensemble (curves e1, e4,
e13, and e14) in comparison with the experimental data from Table 2. Figure 8a–g shows the
resulting distribution densities of the ensemble (curve ens) together with the experimental
results from Table 2. One can see from the figures that the ensemble distributions cover
100% of experimental data Nos. 1, 2 within σ (Figure 8a,b), 100% of experimental data No. 3
within 2σ (Figure 8c), and 80–100% of experimental data Nos. 4–7 within 3σ (Figure 8d–g).
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No. 6, (g) experiment No. 7.

3.6. Calculation of Polydisperse Aerosol Scavenging from a Control Volume

In this section, we analyze how the choice of below-cloud scavenging model affects the
results of estimates of changes in the concentration of aerosol particles in the test volume
due to scavenging. The models described in Section 2.1.4, and the used multi-model
ensemble were studied for this analysis.
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First, the lognormal aerosol size distribution with different CMAD (count median
aerodynamic diameter) and σ = 2.5 was considered; the scavenging time was varied
between 0 to 3 h. This test was conducted to compare results integrated over droplet and
particle size distributions in comparison with previous studies. The FLEXPART integral
model was not tested here due to limitation of 500 nm in maximum particle size. The
CMAD of 1 µm corresponds to an MMAD (mass median aerodynamic diameter) of about
12.4 µm (for 4000 kg/m3 density), and a major part of the mass is concentrated in the range
exceeding the model applicability.

As can be seen from Figure 9 for CMAD = 1 µm for precipitation intensities of 2.5 and
10 mm/h, the results of calculations using ensemble models are close to the Pripachkin
model. For lower intensities, the results are in good agreement with the FLEXPART integral
model. With the increase of precipitation, the intensity difference becomes significant
and reaches the values of 0.2–0.5; the results obtained using ensemble models are higher
than those calculated by the Pripachkin model. The other models considered significantly
overestimate fraction of mass concentration in comparison with the ensemble models
(underestimation of deposited values). The same behavior of mass concentration in the
control volume could be found in studies [18,53].
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Figure 9. Time evolution of the normalized bulk aerosol particle mass concentration deposited
due to below-cloud scavenging for different aerosol particle number distribution CMAD = 1 µm,
σ = 2.5. ens−ensemble members, FLEX2−FLEXPART integral model, NAME−NAME integral model,
PR19−Pripachkin dispersion model.
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The next set of results is devoted to the analysis of the characteristic distributions of
pollutant emissions into the atmosphere. The lognormal distribution with different MMAD
and σ = 2.5 was considered as the aerosol size distribution; the scavenging time was varied
from 0 up to 3 h. Since the actual diameter is used in the below-cloud scavenging models for
Λ calculations, the aerodynamic diameter of aerosol spectrum was recalculated according
to d = da/

√
ρa
ρ0

, where da is the aerodynamic diameter and ρ0 = 1000 kg/m3. Two cases
were studied. In the first case, the dependence of concentration fraction in control volume
on the timing of precipitations was studied. Values of 1.0 µm [54] and 8 µm [55] were
taken as the MMAD (of the lognormal aerosol distributions representative of accidental
releases). It was seen (Figure 10) that for low intensities, the results of calculation of
concentration loss are in good agreement with each other. For an MMAD of 1 µm, the
FLEXPART parameterized dispersion model gives values within the ensemble distribution,
and the FLEXPART curve is close to ensemble mean. For MMADs of 1 µm and 8 µm, the
integral models give underestimated and overestimated results of concentration loss in the
control volume. In all cases, the ensemble covers at least one of the integral models, which
corresponds to ensemble forming objectives.
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Figure 10. Time evolution of the aerosol mass concentration deposited due to below-cloud scav-
enging for different aerosol mass distributions (left column: MMAD = 1 µm, σ = 2.5; right column:
MMAD = 8 µm, σ = 2.5). ens−ensemble memebers, FLEX1−FLEXPART parameterized disper-
sion model, FLEX2−FLEXPART integral mode, NAME−NAME integral model, PR19−Pripachkin
dispersion model.
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In the second case, the dependence of the fraction of scavenging concentration on the
MMAD of the lognormal aerosol distribution was studied; the precipitation intensity I was
taken equal to 0.01, 2.5, and 10 mm/h, and the duration of precipitations was set to 1 h.

Figure 11 shows that the concentration loss increases with increasing MMAD for
models that take into account the dispersed structure of aerosols. At a value of MMAD
~10−5 m, the proportion of the washed out concentration tends toward 100% at high values
of precipitation intensity.
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Figure 11. Dependence of fraction of aerosol concentration deposited due to below-cloud scaveng-
ing(%) from MMAD of lognormal aerosol distribution for different intensities (m), ens−ensemble
memebers, FLEX2−FLEXPART integral model, NAME−NAME integral model, PR19−Pripachkin
dispersion model.

For lower values of intensity, the ensemble gives reasonable dispersion up to 160%
from the results averaged over ensemble members. The spread of the results decreases with
the MMAD’s increase: for 0.01 mm/h, from 240% to 100%; for 2.5 mm/h, from 200% to
14%; for 10 mm/h, from 200% to 0.2%. The curves intersect the FLEXPART integral model,
the NAME integral model, and the Pripachkin model in the MMAD range between 10−6

and 10−5. In general, there is an overestimation of washed out concentration when using
integral models compared with the results based on the models that resolve the spectrum
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of aerosol particles for aerosols with MMAD of 2 µm or less, and an underestimation for
coarse ones. In addition, after integration over the spectrum of aerosol particles, a decrease
in dispersion of the ensemble is seen. However, it should be noted that the source of release
can also be practically monodisperse (for example, a filtered release [56] or the release of
molecular forms of radionuclides [57]).

4. Conclusions

The paper presents the results of a multi-model ensemble construction to determine
the below-cloud scavenging coefficient in atmospheric transport models. Combinations
of models describing the efficiency of aerosol capture by raindrops, the terminal raindrop
fall velocity, and the size distribution of raindrops were considered as members of the
ensemble. The following criteria for constructing a multi-model ensemble were used: the
unbiased estimate, characterized by a flat form of a rank histogram, as well as ensemble
dispersion of no more than 3σ of the normal distribution covering the statistical spread of
experimental data. As a result of the study, it was found that the following combinations of
models satisfy these requirements: the Slinn 83 collision efficiency model with the Kessler
1969 raindrop velocity model and exponential raindrop size distribution, as well as with
the Atlas 1977 model and lognormal distribution. In addition, the modified Slinn 83 model,
which takes into account the processes of thermo- and diffusiophoresis, was included in the
constructed ensemble in combination with the Willis 1984 model using both exponential
and lognormal raindrop size distributions. The following range of metric values as a result
of comparison with experimental data is found: FB (−1.4–0.9), FAC10 (0.64–1.0), Pearson
(~0.6) for the fine fraction and FB (−0.3–0.2), FAC10 (~0.7), and Pearson (~0.5) for the
coarse fraction.

Based on experimental data in two ranges of particle diameters, using the ensemble
approximation by a normal distribution, the FB metric, and Talagrand rank diagrams, it
was found that the constructed ensemble provides an unbiased estimate. Perhaps, when
using an ensemble in an atmospheric dispersion model, it is worth using this ensemble
to reproduce the statistical characteristics of the normal distribution and then use the
Monte Carlo method in the complex ensemble forecast. The results were compared with
integrated models (not taking into account the size spectrum of aerosol). It was found that
the ensemble forecast is physically adequate; the integral models tend to overestimate the
concentration decrease (increase in predicted deposition) in the range of fine fractions (up to
1–5 µm) and underestimate the results for coarse fractions. The spread of the ensemble after
integration over the spectra of raindrops and aerosol particles decreased to 250%, which
decreases with MMAD increase to 100% for low intensities and from 200% to 0.2% for high
precipitation rates. Nevertheless, taking into account the different characteristics of aerosols
released into the atmosphere due to dispersion and dust suppression, the authors believe it
correct to include the advanced approaches that take into account the size characteristics
of raindrops and aerosols in the atmospheric transport model. In the future, the authors
consider it expedient to develop this approach in describing in-cloud scavenging, which in
some cases can also affect estimates of wet deposition.
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Nomenclature

µ, µw Dynamic viscosity of air and water, kg/m·s
C(d) Concentration of aerosol particles with diameter d, 1/m3

Cc Cunningham correction for aerosol particle glide
D Diameter of a raindrop, m
d Diameter of a particle, m
Ddiff Diffusion coefficient of aerosol particles in air, m2/s
Ddiff water Water vapor diffusion coefficient in the air, m2/s
E(D) Aerosol particle collision efficiency
EBr Efficiency of Brownian diffusion
Eine Efficiency of inertial impaction
Eint Efficiency of interception
Edph Efficiency of diffusiophoresis
Eth Efficiency of thermophoresis
H Vertical size of the reference volume (from 102 to 103 m)
I Rain intensity, mm/hour
ka, kp Thermal conductivity of air, particles, W/m·K
kb Boltzmann constant, J/K
Mw, Ma Molecular masses of water and air, a.m.u.
N(D) Raindrop size distribution, m−4

n(d) Volume concentration of raindrops, m−3

P Normal atmospheric pressure, Pa
p0

s p0
a Pressure of water vapor at temperatures Ta Ts, Pa

Pr Prandtl number
r Entanglement parameter
ReD Reynolds number calculated for a raindrop with a diameter D
Sc Schmidt number
Scw Schmidt number for water vapor in air
St Stokes number
St* Critical Stokes number
t Interaction time of precipitation and aerosol, s
Ta, Ts Absolute air temperature and absolute temperature of the raindrop surface, K
V(D) Raindrop terminal velocity, m/s
v(d) Particle velocity, m/s

α
Partial density of raindrops (varies from 10−5 to 10−10 for raindrops with a size of
0.1–6 mm, respectively)

γ Coefficient depending on the macroscopic parameters of the medium (~1.0)
η Coefficients of inertial diffusion capture and capture due to entanglement
Λ Below-cloud scavenging coefficient, 1/s
λa Rean free path of air molecules, m
ν Rinematic viscosity, m2/s
ρa, ρp Rir density, particle density, kg/m3

τ Relaxation time of particles, s
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Abstract: Surface interactions occur near the land–atmosphere interface, thus affecting the tem-
perature, convection, boundary layer, and stability of the atmosphere. A proper representation of
surface interactions is a crucial component for numerical atmospheric and air quality modeling. We
assessed four land surface schemes—1. 5-layer thermal diffusion scheme (1 5-Layer); 2. unified Noah
land surface model (2 Noah); 3. rapid update cycle (3 RUC) land surface model; and 4. Pleim–Xiu
land surface model (4 Pleim–Xiu)—from the Weather Research and Forecasting with Chemistry
(WRF-Chem V3.2) model for the purposes of atmospheric modeling in Cuenca, which is a region
with a complex topography and land use configuration and which is located in the Southern Andean
region, in Ecuador. For this purpose, we modeled the meteorological and air quality variables during
September 2014. It was found that the meteorological and short-term air quality variables were better
modeled through the 2 Noah scheme. Long-term (mean monthly) air quality variables were better
modeled by the 1 5-Layer and 3 RUC options. On average, the 2 Noah scheme was better at modeling
meteorology and air quality. In addition, we assessed the 2 Noah scheme combined with the urban
canopy model (UCM) (5 Noah UCM), which was developed as an option to represent the urban
effects at a subgrid-scale. Results indicated that the performance of the 5 Noah UCM scheme was
not better at modeling than the 2 Noah scheme alone. Moreover, the 5 Noah UCM scheme notably
decreased the modeling performance for carbon monoxide and fine particulate matter. These results
complement previous assessments of other schemes, allowing us to recommend a basic configuration
of parameters for atmospheric modeling in the Andean region of Ecuador.

Keywords: Cuenca; parameterization; modeling performance; land surface model; lsm

1. Introduction

Surface processes occur near the land surface–atmosphere interface [1]. The move-
ment of heat and water through this interface affects components, such as temperature,
convection, boundary layer height, and stability, thus conditioning the performance of
atmospheric and air quality modeling [2–5]. As solar radiation reaches the surface, a
part of it is reflected, but much is absorbed. In addition, the atmosphere emits infrared
radiation, thus warming the surface [6]. Energy from these two sources is stored in the
soil or transferred to the atmosphere through sensible and heat fluxes. These interactions
define the temperature and humidity near the ground surface and are modeled by the
land surface schemes, which provide heat and moisture fluxes over the surface points.
The different land surface models have various degrees of sophistication. Studies have
found a high degree of variability in their results [7] and reported that surface temperature
is a sensitive variable to land surface schemes [5,8]. Therefore, dedicated assessments of
these land surface models are required to identify the option with the best performance for
atmospheric modeling.

For modeling land surface fluxes, such as in the Weather Research and Forecasting with
Chemistry model (WRF-Chem V3.2), information from the surface layer scheme, radiation,
and precipitation from the microphysics and convective components, are combined with
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land variables and properties in order to provide an account of the heat and moisture
fluxes [9].

The 5-layer thermal diffusion scheme (1 5-Layer); is a simple land surface model that
is based on the MM5 five-layer soil temperature model [10]. This scheme works with five
layers; below them, the temperature is fixed at a deep-layer average. The soil moisture is
set with land use and season-dependent constant value, without vegetation effects. This
scheme is the simplest in structure and physics when compared to the following land
surface options.

The unified Noah land surface model (2 Noah) [11] is a four-layer soil temperature
and moisture model with canopy moisture and snow cover prediction, as well as including
the root zone, evapotranspiration, soil drainage, and runoff variables in its modeling. It
also considers the influence of vegetation categories and soil texture. This scheme provides
an account of the sensible and latent heat fluxes with respect to the boundary layer and has
an improved urban treatment.

As default, the rapid update cycle (3 RUC) land surface scheme [12,13] works with six
soil levels, solving heat diffusion and moisture transfer equations with higher resolution at
the top of the soil. It includes vegetation effects and canopy water, using a layered approach
to solve the energy and moisture budgets. The layer spans the ground surface, including
half of the first atmospheric layer and half of the top soil layer.

The Pleim–Xiu land surface scheme (4 Pleim–Xiu) [14,15] works with a two-layer soil
temperature and moisture model. This scheme considers three components for moisture:
evapotranspiration, soil evaporation, and evaporation from wet canopies. The soil parameters
are derived from the fractional coverages of land use categories and soil texture types.

Table 1 summarizes the main features and configuration of soil layers of these four
schemes. They are coded in WRF-Chem V3.2 for modeling the land surface processes.

Table 1. Land surface scheme options in the WRF-Chem V3.2, based on [9].

Scheme Vegetation
Processes Soil Variables and Features Number of Soil

Layers
Thickness of Soil Layers

(Top to Bottom, cm)
Total Thickness

(cm)

1 5-Layer No Temperature. No moisture or
frozen soil 5 1, 2, 4, 8, 16 31

2 Noah Yes Temperature, water+ice, water.
Moisture and frozen soil 4 10, 30, 60, 100 200

3 RUC Yes Temperature, ice, water+ice.
Moistures and frozen soil 6 (default) 0, 5, 20, 40, 160, 300 525

4 Pleim–Xiu Yes Temperature, moisture 2 1, 99 100

An urban canopy model (UCM) can complement a land surface scheme to consider
the influence of urban areas at the subgrid-scale [1]. The UCM component parameterizes
the effects of street canyons, shadowing from buildings, a wind profile in the canopy layer,
and a heat model from roof and road surfaces.

In 2021, in Cuenca–a city located in the Southern of the country (Figure 1)–PM2.5
yearly mean concentrations between 5.7 to 9.8 µg m−3 were measured, which were larger
than the current World Health Organization (WHO) guideline (5.0 µg m−3) [16,17]. More-
over, during forty days from 2021, the PM2.5 24 h mean levels in the historic center were
higher than the current WHO guideline (15 µg m−3). In addition, the O3 levels can reach
concentrations that are more elevated than the corresponding WHO guideline (100 µg m−3,
maximum 8 h daily mean) [18], typically during September, which is when high levels of
solar radiation reach the Ecuadorian region at the surface, promoting photochemical O3
production [19].
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Figure 1. Location of: (a) Ecuador and (b,c) Cantón Cuenca. (d) The urban area of Cuenca (blue 
border) and the air quality network from Cuenca (red dots). Nomenclature of stations: MUN, Mu-
nicipio; MAN, Machángara; CEB, Cebollar; BCB, and Bomberos; ICT, Ictocruz; CRB, and Colegio 
Rafael Borja; MIS, Misicata; EIE, Escuela Ignacio Escandón; EVI, and Escuela Velasco Ibarra; ODO, 
Facultad de Odontología; LAR, Calle Larga; BAL, Balzay; MEA, and Mercado El Arenal; CHT, Co-
legio Herlinda Toral; VEG, Vega Muñoz; TET, and Terminal Terrestre; EIA, Escuela Ignacio An-
drade; ECC, Escuela Carlos Crespi; CCA, and Colegio Carlos Arízaga; and EHS, Escuela Héctor 
Sempértegui. Yellow dots indicate the artisanal brick producers. Cyan dots indicate industries. 

The WRF-Chem V3.2 model was used in Cuenca, which is a region with a complex 
topography and land use configuration, where atmospheric modeling is challenging. 
Emissions from the inventory of 2014 were used to assess the influence of planetary 
boundary layer schemes [20], as well as global atmospheric datasets [21] for modeling 

Figure 1. Location of: (a) Ecuador and (b,c) Cantón Cuenca. (d) The urban area of Cuenca (blue
border) and the air quality network from Cuenca (red dots). Nomenclature of stations: MUN,
Municipio; MAN, Machángara; CEB, Cebollar; BCB, and Bomberos; ICT, Ictocruz; CRB, and Colegio
Rafael Borja; MIS, Misicata; EIE, Escuela Ignacio Escandón; EVI, and Escuela Velasco Ibarra; ODO,
Facultad de Odontología; LAR, Calle Larga; BAL, Balzay; MEA, and Mercado El Arenal; CHT, Colegio
Herlinda Toral; VEG, Vega Muñoz; TET, and Terminal Terrestre; EIA, Escuela Ignacio Andrade; ECC,
Escuela Carlos Crespi; CCA, and Colegio Carlos Arízaga; and EHS, Escuela Héctor Sempértegui.
Yellow dots indicate the artisanal brick producers. Cyan dots indicate industries.

The WRF-Chem V3.2 model was used in Cuenca, which is a region with a complex
topography and land use configuration, where atmospheric modeling is challenging. Emis-
sions from the inventory of 2014 were used to assess the influence of planetary boundary
layer schemes [20], as well as global atmospheric datasets [21] for modeling meteorology
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and air quality. For these studies, the direct effects between aerosols and meteorology were
activated. This was performed because this feedback improved the performance when
modeling the air quality in Cuenca [20]. However, a preliminary modeling assessment with
direct and indirect effects showed no benefits for Cuenca [22]. Moreover, the 2014 emission
inventory and the WRF-Chem model were used to assess the impact on air quality due
to the future replacement of diesel by electrical buses [23], and to estimate the benefit on
PM2.5 levels, due to the advance of combustion activities on 31 December [24]. Although
the modeling performances for these studies were promising, they require improvements.
For this purpose, other components, such as the land surface and urban canopy model,
deserve a dedicated evaluation to improve the configuration of schemes and options for
atmospheric modeling in this region.

At the time of writing this manuscript, the Municipality of Cuenca is updating the
emission inventory, taking the year 2021 as its basis. One way to assess the quality of the
new emission inventory will be using these results in WRF-Chem, for the purposes of
modeling both meteorology and air quality during selected periods in 2021.

Therefore, the goals of this contribution are to address the following questions:

• What land surface scheme from WRF-Chem V3.2 provides the best performance for
modeling the meteorological variables and air quality in Cuenca?

• Is there a benefit when considering the influence of the urban area through the urban
canopy option?

• What are the recommendation for a land surface and urban canopy model to assess
the quality of the in-progress emission inventory of Cuenca?

2. Methods
2.1. The Air Quality Network

To monitor meteorology and air quality, since 2012 the city has had an automatic
station in the historic center (MUN station, Figure 1), at coordinates 2.89◦ S, 79.0◦ W, and
2500 masl. In addition, the air quality network has around twenty passive stations for
monitoring the monthly mean concentrations of NO2 and O3 (Figure 1d). The municipality
of Cuenca is the accredited entity to operate the air quality network; further, it is mandated
to apply the required methods of the Ecuadorian regulations.

The study of records provided by the MUN station allowed the identification of the
weekend effect (WE) in the historic center of Cuenca [23]. The WE indicates counterintuitive
behavior regarding O3, which increases during weekends, although the emissions of its
precursors (NOx and NMVOC) decrease.

2.2. Emission Inventory of 2014

Cuenca’s last emission inventory was built for 2014 [25]. This inventory indicates
that on-road traffic was the primary source of pollutants (94.9% of CO, 71.2% of NOx,
42.4% of PM2.5, and 39.6% of NMVOC). Other NMVOC-relevant sources were found to be
solvents (29.7%) and vegetation (19.5%). Industries, most of them located in the industrial
park–which is in the northeast urban area (Figure 1d)–were the most significant source of
SO2 (60.1%). Approximately 600 artisan brick producers (northwest, out of the urban area)
generated 38.5% of the PM2.5 emissions. In addition, a thermoelectric facility (northeast,
out of the urban area) generated 35.1% of SO2 and 18.5% of NOx emissions.

2.3. Modeling Approach

We used the WRF-ChemV3.2 for modeling the meteorological and air quality variables
in Cuenca during September 2014. The WRF-Chem is a non-hydrostatic and Eulerian
3-D model that is used for atmospheric research and forecasting purposes [26]. It can
optionally include the chemical transport of air pollutants in its modeling, thus, allowing
for the use of an online approach for modeling interactions between air pollutants and
meteorological variables.
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Firstly, a master domain and two nested subdomains (Figure 1) were used to run the
meteorological simulations. The inner subdomain is a grid of 100 × 82 cells, 1 km on each
side, which covers the territory of Cuenca (Figure 1c). Table 2 details the main features of
the domains.

Table 2. Configuration of the domains for modeling the meteorology and air quality in Cuenca.

Domains Nomenclature Size (Cells) Spatial Resolution (km)

Master (Figure 1a) D01 70 × 70 27

First subdomain (Figure 1b) D02 52 × 52 9

Second subdomain (Figure 1b) D03 61 × 42 3

Third (inner) subdomain (Figure 1c) D04 100 × 82 1

The land use maps were defined based on the US Geological Survey (USGS) categories.
Figure 2 depicts the land use map for the inner domain, which indicates that cropland
grassland mosaic, dryland cropland, pasture, and shrubland were the most important in
terms of coverage surrounding the urban and built-up land area. Each cell was assigned a
unique category based on the most abundant land use range.

Based on the performance of the global meteorological datasets over this region, we
used the FNL Global Operational Analysis (Final), produced by the National Centers for
Environmental Prediction (NCEP) [27], for generating the initial and boundary conditions.
The chemical transport of pollutants option was activated for the third subdomain for the
purposes of reading the hourly emissions coming from the emission inventory of Cuenca
in 2014. The simulation period covers 1 to 27 September 2014, and it was focused on
accounting for the high O3 levels that are typically measured during this month. The Carbon
Bond Mechanism Z (CBMZ) [28] and the model for simulation aerosol chemistry and
interaction (MOSAIC) were used to speciate and represent, respectively, the corresponding
hourly emissions [29]. Table 3 summarizes the primary schemes and options selected for
the modeling approach.

Table 3. Main schemes and options selected for modeling the meteorology and air quality in Cuenca
(WRF-Chem V3.2).

Component and WRF-Chem Option Nomenclature WRF-Chem Option Model, Description, and References

Microphysics (mp_physics) 4 WRF Single–moment 5–class (Hong et al., 2004) [30]

Longwave Radiation (ra_lw_physics) 1 RRTM (Mlawer et al., 1997) [31]

Shortwave Radiation (ra_sw_physics) 2 Goddard (Chou and Suarez, 1999) [32]

Surface Layer (sf_clay_physics) 1 MM5 similarity (Paulson, 1970) [33]

Planetary Boundary Layer (bl_pbl_physics) 1 Yonsei University (Hong et al., 2006) [34]

Cumulus Parameterization (cu_physics) 5 Grell 3D Ensemble (Grell, 1993) [35]

Options of chemical mechanisms and aerosol
modules (chem_opt) 7 CBMZ (Zaveri and Peters, 1999) and MOSAIC (4

sectional aerosol bins) (Zaveri et al., 2008) [28,29]

Land Surface (sf_surface_physics)

1 (Dudhia, 1996) [10]

2 (Chen and Dudhia, 2001) [11]

3 (Smirnova et al., 1997, 2000) [12,13]

7 (Pleim and Xiu, 1995; Xiu and Pleim, 2001) [14,15]

Urban surface (sf_urban_physics)

0 No urban physics

1
Single-layer UCM (Kusaka et al., 2001; Kusaka and

Kimura, 2004; Chen et al., 2006) [36–38]. This option can
be used with the Noah land surface scheme
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2.4. Modeling Performance

The performance for modeling surface temperature was assessed by the gross error
(GE), mean (MB), and index of agreement (IOA) (Table 4). The performance for modeling
wind speed was assessed by the root mean square error (RMSA), MB, and IOA. For wind
direction, GE and MB were used. The expressions of these metrics are described in the EEA
(2011) [39] and in the study of Simon et al. (2012) [40].

For short-term air quality modeling performance, we evaluated the CO (maximum
mean in 1 h and 8 h, per day), PM2.5 (mean in 24 h), and O3 (maximum mean in 8 h, per
day) concentrations during periods consistent with the Ecuadorian air quality legislation
and the WHO guidelines [17,41]. For these variables, we used MB, RMSE, fractional bias
(FB), the mean normalized bias (MNB), and the correlation coefficient (r) [40].

In addition, we obtained the percentages of records, which were captured by modeling.
It was considered that a record was adequately modeled if the maximum deviation between
the observed and modeled value agreed with the accuracies of Table 4. For long-term air
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quality (NO2 and O3), the modeling performance was considered as the percentage of the
passive stations with a maximum difference of 30%.

Table 4. Metrics for modeling meteorological and air quality variables [39,40].

Variable Metric Benchmark or
Ideal Value Accuracy

Hourly surface temperature
GE <2 ◦C

±2 ◦CMB <±0.5 ◦C
IOA ≥0.8

Hourly wind speed
(10 m above the surface)

RMSE <2 m s−1

±1 m s−1MB <±0.5 m s−1

IOA ≥0.6

Hourly wind direction
(10 m above the surface)

GE <30◦ ±30◦MB <±10◦

Short-term air quality (daily concentrations):
Maximum 1 h CO mean, maximum 8 h CO mean,

24 h PM2.5 mean, maximum 8 h O3 mean

MB 0

±50%
RMSE 0

FB 0
MNB 0

r 1

Long-term air quality (monthly concentrations):
NO2 and O3

±30%

3. Results
3.1. Meteorology

The 2 Noah land surface scheme was better when modeling surface temperature,
followed by the 4 Pleim–Xiu scheme (Table 5). These options received the GE, MB, and IOA
metrics into the corresponding value benchmark ranges. The 2 Noah option reproduced, in
the best way, the mean daily profile (Figure 3a). On average, the 4 Pleim–Xiu option under-
estimated the surface temperature between 09:00 to 16:00 local time (LT) (MB = −0.5 ◦C).
In addition, a strong relationship between measured and modeled temperatures (IOA = 0.9
and 1.0) was established for these two schemes. The 2 Noah scheme captured the highest
percentage (78.0%) of the hourly temperature records (Table 6). The 1 5-Layer and 3 RUC
options underestimated the temperature during the first hours of the day and then over-
estimated it during most of the daylight hours. The 5 Noah UCM option modeled the
mean temperature profile well during the morning, as well as during the first hours of the
afternoon (Figure 3a). However, this option underestimated the temperature during the
hours without solar radiation.

Table 5. Metrics for the meteorological modeling. Bold numbers indicate values in the bench-
mark ranges.

Land Surface Scheme: 1 5-Layer 2 Noah 3 RUC 4 Pleim–Xiu 5 Noah UCM Benchmark

Hourly surface temperature:

GE 2.7 1.3 3.6 1.8 2.4 <2 ◦C
MB −0.9 0.1 1.0 −0.5 −1.9 <±0.5 ◦C
IOA 0.9 0.9 0.8 0.8 0.8 ≥0.8

Hourly wind speed:

RMSE 1.1 0.9 1.1 1.6 1.4 <2 m s−1

MB 0.2 0.2 0.0 0.0 0.5 <±0.5 m s−1

IOA 0.8 0.9 0.8 0.6 0.8 ≥0.6

Hourly wind direction:

GE 69.1 61.9 67.8 73.3 73.3 <30◦
MB 12.0 −20.8 6.1 −8.9 22.3 <±10◦
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Figure 3. Daily mean profile during September 2014 at the location of the MUN station: (a) Tem-
perature. (b) Global solar radiation. (c) Wind speed. (d) Wind direction. (e) Planetary boundary
layer height (PBLH). Squares in (e) show PBLH observations at the EMA station [42]. The black dot
indicates the observation at the IZO station [43]. (f) The modeled upward heat flux at the surface by
the schemes.
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Table 6. Percentages of the records that were captured by modeling. Meteorological variables. Bold
numbers highlight the schemes with the best performances.

Land Surface Scheme: 1 5-Layer 2 Noah 3 RUC 4 Pleim–Xiu 5 Noah UCM Number of
Records

Hourly surface temperature 38.0 78.0 34.8 63.8 50.9 644
Hourly wind speed 66.9 76.9 71.0 49.5 62.4 644

Hourly wind direction 32.9 37.1 31.8 25.8 31.4 644

Figure 4 shows the spatial distribution of the modeled temperature on 22 September 2014,
at 07:00 LT. Over the urban area, the 2 Noah option provided temperatures mostly between
11 and 13 ◦C. The 1 5-Layer option modeled temperatures mostly between 9 and 11 ◦C.
The 3 RUC and 4 Pleim-Xiu schemes obtained temperatures ranging from 15–17 ◦C and
13–15 ◦C, respectively, in the complete urban area. The 5 Noah UCM option provided
temperatures between 9 and 11 ◦C over the entire urban area. Figure 3 also shows the
corresponding computed values of the planetary boundary layer heights. Over the urban
area, the 2 Noah option calculated values between 70 and 300 m. The other options
produced lower values, between 50 and 120 m for the 1 5-Layer and 4 Pleim–Xiu models,
and between 50 and 100 m for 3 RUC and 5 Noah UCM options.
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Figure 4. Modeled temperature and planetary boundary layer height on 22 September 2014 (07:00 
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Figure 5 depicts the modeled temperature on 22 September 2014 at 13:00 LT. Over 
the urban area, the 2 Noah option provided temperatures mostly between 15 and 17 °C. 
The 1 5-Layer option modeled values mostly between 17 and 19 °C. In the complete urban 
area, the 3 RUC scheme obtained temperatures ranging from 15 and 17 °C. The 4 Pleim–
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Figure 4. Modeled temperature and planetary boundary layer height on 22 September 2014 (07:00
LT): (a,b) 1 5-Layer; (c,d) 2 Noah; (e,f) 3 RUC; (g,h) 4 Pleim–Xiu; (i,j) 5 Noah UCM.

Figure 5 depicts the modeled temperature on 22 September 2014 at 13:00 LT. Over the
urban area, the 2 Noah option provided temperatures mostly between 15 and 17 ◦C. The
1 5-Layer option modeled values mostly between 17 and 19 ◦C. In the complete urban area,
the 3 RUC scheme obtained temperatures ranging from 15 and 17 ◦C. The 4 Pleim–Xiu
option provided values between 13 and 15 ◦C for the entire urban area. The 5 Noah UCM
option provided temperatures consistent with the 2 Noah scheme.
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Although all the metrics, when using all the options, were in the corresponding bench-
mark ranges for modeling wind speed, the 2 Noah scheme achieved the best performance
(Table 5). Although this scheme, on average, captured the values of the first hours of
the day, it overestimated wind speed during the afternoon. This scheme captured the
highest percentage (76.9%) of the hourly wind speed records (Table 6). The 4 Pleim–Xiu
was the unique scheme that underestimated wind speed between 10:00 to 16:00 LT. The
5 Noah UCM was the option with the highest overestimation (on average, up to 2.2 m s−1

at 15:00 LT) during the afternoon (Figure 3c).
Although the 2 Noah scheme was better in terms of GE (61.9◦), none of the options

reached values for wind direction that was into the benchmark range (<30◦). On average,
the wind direction was correctly modeled between 09:00 to 21:00 LT for most of the land
surface schemes (Figure 3d). Although found to be the best, the 2 Noah scheme captured
only 37.1% of the hourly wind speed records (Table 6).

In all the land surface schemes, the levels of global solar radiation were overestimated
(Figure 3b).

We did not find records of Cuenca’s planetary boundary layer height (PBLH). However,
for a preliminary comparison, Figure 3e shows five records during the Septembers’ of
different years measured in Quito, which is the capital of Ecuador and is an Andean city
with similar features to Cuenca in terms of height and topography. Four of these records
were taken at the Universidad San Francisco de Quito’s Atmospheric Measurement Station
(EMA) at coordinates 0.19◦ S, 78.4◦ W, and 2414 masl [42]. The other observation was taken

138



Atmosphere 2023, 14, 508

in Izobamba (IZO), which is a station near Quito, at coordinates 0.36◦ S, 78.55◦W, and 3048
masl, and is operated by the National Institute of Meteorology and Hydrology of Ecuador
(INAMHI) [43]. In addition, we added the mean PBLH profile of September 2014, deduced
from the hourly data of the fifth generation of the European Centre for Medium-Range
Weather Forecasts (ECMWF) atmospheric reanalysis dataset (ERA5) [44], specifically for
the location of Cuenca.

PBLH observations at 07:00 LT were 218 and 401 m. The closest mean modeled PBLH
values were 123 and 79 m, as provided by the 4 Pleim–Xiu and 2 Noah schemes, respectively.
At 07:00 LT, the ERA5 dataset indicated 128 m. At 09:00 LT, the observed PBLH (292 m) was
near the modeled height (282 m), as per the 2 Noah option. At noon, the observed PBLH
(1505 m), was consistent with the results of the 2 Noah (1425 m) and the 1 5-Layer (1622 m)
schemes. The PBLH record at 13:00 LT (2025 m) was consistent with the modeled value of
the 1 5-Layer (1877 m), and the 2 Noah schemes (1736 m). However, the ERA5 PBLH profile
showed values at noon (1245 m) and 13:00 LT (1299 m) that were lower than the records.

3.2. Air Quality

The 2 Noah scheme was best fitted to model the maximum CO daily 1 h mean and
the CO daily 8 h mean concentrations (Figure 6b). This scheme also correctly described
the mean daily profile during peak CO concentrations (Figure 6f), whereas the other land
surface options overestimated the maximum CO levels. On average, the 5 Noah UCM
overestimated up to 3.6 mg m−3 of the CO level at 08:00 LT. The 2 Noah scheme received
the best metrics for modeling CO concentrations (Table 7). However, this option received
no solid linear relationship between the recorded and modeled values (r = 0.41 and r = 0.38,
for the maximum CO daily 1 h mean and CO daily 8 h mean, respectively). The 2 Noah
option presented the highest percentages of captured records (92.6% for the maximum CO
daily 1 h mean, and 100.0% for the maximum CO daily 8 h mean (Table 8). The 5 Noah
UCM option showed the lowest performance due to its overestimating the peak CO levels.
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Although somewhat overestimated, the 2 Noah option showed the best performance
for modeling the 24 h PM2.5 mean concentrations (Figure 7), which were overestimated by
the other options. All the land surface schemes show a weak linear correlation between
the recorded and modeled values. The 2 Noah option presented the highest percentages of
captured records (63.0%, Table 8). The 5 Noah UCM showed poor performance, whereby it
overestimated, to a high degree, the PM2.5 levels (Figure 6e,f) (MB = 26.7 µg m−3).

For modeling the maximum 8 h O3 daily mean, the 4 Pleim–Xiu option showed better
performance (Table 7, Figure 8). All the schemes delivered no solid linear relationship
between the recorded and modeled values (r between 0.09 and 0.25). The 4 Pleim–Xiu
option, however, captured 96.3% of records, whereas the other options captured 85.2%.
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Table 7. Metrics for short-term air quality modeling. Bold numbers highlight the schemes with the
best performances.

Land Surface Scheme: 1 5-Layer 2 Noah 3 RUC 4 Pleim–Xiu 5 Noah UCM Ideal Value

Maximum 1 h CO mean:

MB 1.41 0.10 1.41 0.87 3.47 0
RMSE 1.74 0.56 1.73 1.60 3.91 0

FB 59.7 6.1 59.9 41.6 102.5 0
MNB 88.44 8.42 89.38 55.50 216.89 0

r 0.41 0.41 0.37 0.22 0.33 1

Maximum 8 h CO mean:

MB 0.17 −0.09 0.45 0.70 0.81 0
RMSE 0.35 0.21 0.58 1.02 0.96 0

FB 18.1 −10.7 41.5 57.8 64.31 0
MNB 19.70 −9.52 52.52 81.73 95.43 0

r 0.43 0.38 0.40 0.25 0.34 1

24 h PM2.5 mean:

MB 4.52 1.17 5.50 5.92 26.65 0
RMSE 5.78 3.25 6.94 8.68 30.75 0

FB 52.4 16.8 60.2 63.4 135.28 0
MNB 107.59 45.73 130.72 139.34 512.89 0

r 0.06 0.01 −0.06 −0.09 0.09 1

Maximum 8 h O3 mean:

MB 15.31 15.29 10.54 5.55 12.35 0
RMSE 18.57 18.51 15.59 13.11 16.31 0

FB 23.4 23.3 16.7 9.1 19.28 0
MNB 30.84 30.61 21.99 12.62 25.16 0

r 0.09 0.20 0.18 0.25 0.24 1

Table 8. Percentages of the records that were captured by modeling. Air quality variables. Bold
numbers highlight the schemes with the best performances.

Land Surface Scheme: 1 5-Layer 2 Noah 3 RUC 4 Pleim–Xiu 5 Noah UCM Number
ofRecords

Short-term air quality:

Maximum 1 h CO mean 29.6 92.6 25.9 40.7 7.4 27
Maximum 8 h CO mean 74.1 100.0 48.1 37.0 22.2 27

24 h PM2.5 mean 44.4 63.0 29.6 33.3 3.7 27
Maximum 8 h O3 mean 85.2 85.2 85.2 96.3 85.2 27

Long-term air quality:

NO2, monthly mean 80.0 93.3 80.0 73.3 73.3 15
O3, monthly mean 93.8 56.3 93.8 56.3 93.8 16

Regarding the NO2 monthly mean concentrations, the 2 Noah scheme captured 93.3%
of the records from all passive stations, followed by the 1 5-Layer and 3 RUC options, which
captured 80.0% of the records (Table 8, Figure 9a). The 1 5-Layer, 3 RUC, and 5 Noah UCM
options adequately modeled 93.8% of the O3 monthly mean concentrations, whereas the
2 Noah and 4 Pleim–Xiu schemes captured 56.3% of the records from the passive stations.
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4. Discussion and Conclusions

We used a last-generation tool for atmospheric modeling in Cuenca, an Andean city in
Southern Ecuador. We assessed the influence of the land surface options from the WRF-
Chem V3.2, which is a 3D-Eulerian model used worldwide for the purposes of research and
forecasting, to identify the scheme with the best performance for modeling meteorology
and air quality. Results indicated that, on average, the 2 Noah scheme was the better
option when compared to the 1 5-Layer, 3 RUC, and 4 Pleim–Xiu schemes (which were
the other land surface schemes available from the WRF-Chem V3.2). The 2 Noah scheme
was the option that best modeled the entire daily mean profile of the surface temperature
(Figure 3a), which is a fundamental parameter directly related to the planetary boundary
layer height and atmospheric stability. Therefore, this implied that the 2 Noah scheme,
with respect to modeling the concentrations of primary and secondary pollutants, was the
most successful. The 2 Noah scheme also adequately modeled the daily mean profile of
the wind speed from the beginning of the daily cycle up to 13:00 LT (Figure 3c), which was
found to be better than the other options. The 4 Pleim–Xiu scheme underestimated the
surface temperature and wind speed from 10:00 to 17:00 LT (Figure 3a,c), thus resulting in
computing low values regarding the planetary boundary layer height (Figure 3e). Therefore,
this increased the computed CO levels, which were higher than the records (Figure 6d,f).

Atmospheric monitoring is scarce in Ecuador, especially for parameters such as the
planetary boundary layer height [42,43,45]. We did not find PBLH records from Cuenca.
However, five observations of this parameter were measured in Quito, which we prelim-
inary used as a reference. Regarding this, the 2 Noah scheme also provided consistent
modeled values of the planetary boundary layer height. In short, more surface and vertical
observations will be required in the Andean region of Ecuador for complete assessments of
numerical models.

Data from global datasets, such as the ERA5 reanalysis [44], a fifth-generation and one
of the most advanced products, need to be assessed for their use in the tropical Andean
region of South America [21]. In this sense, Dias-Júnior et al. [46] reported that the data
from the ERA5 dataset underestimated the planetary boundary layer height between 15
and 30% when compared to daytime observations in a station downwind from the city of
Manaus (Central Amazonia). This underestimation is consistent with the data depicted in
Figure 3e, which suggested that the ERA5 data for the location of Cuenca underestimated
the PBLH around midday, between 17.3 and 35.9%.

Modeled upward heat fluxes at the surface (Figure 3f) were consistent with the cor-
responding PBLH profiles. The peak fluxes around midday (between 444 to 566 W m−2)
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were computed by the 1 5-Layer and 2 Noah, which were the schemes that calculated the
highest PBLH values at 14:00 LT (1899–1938 m) (Figure 3e). The 3 RUC and 5 Noah UCM
options computed the maximum fluxes of 260 W m−2, with peak PBLH values of 1582
and 1753 m, respectively. The 4 Pleim–Xiu scheme estimated the lowest peak heat flux at
the surface (118 W m−2), but at 16:00 LT, rather than at 13:00 or 14:00 LT as the other four
schemes had delivered. The Pleim–Xiu option estimated the maximum PBLH in 1209 m, at
17:00 LT. Further, it showed the peaks in temperature and wind speed as displaced to the
right when compared to the other schemes. The modeled upward heat fluxes at the surface
showed a clear relationship and consistency with the corresponding planetary boundary
layer heights.

Our results suggested that the 2 Noah land surface scheme’s better modeling perfor-
mance would result from its better ability to model the upward heat fluxes at the surface.
This preliminary explanation needs to be tested based on observations of heat fluxes
and PBLH.

The highest heat fluxes from the 1 5-layer scheme would be related to its approach,
which sets the soil moisture with the land use, and the season-dependent constant value
without vegetation effects. The other schemes considered the presence of vegetation and
delivered more sophisticated treatments for moisture. A detailed analysis of why each
option reached its corresponding performance is out of the scope of this study, as this
analysis would be challenging due to the complex interactions between the land surface
scheme and the other modeling parameterizations.

Our finding is consistent with Rizaa et al. (2018) [4], who reported that the 2 Noah
scheme was better than the 3 RUC when modeling (WRF-Chem V3.6.1) the daily mean
PM10 levels in Southern Italy, which were produced by a severe dust episode. Our finding
is also consistent with the conclusion of Constantinidou et al. (2020) [47], who reported
that the 2 Noah scheme was better than the 3 RUC and other schemes for modeling
temperature (WRF V3.8.1) in climate simulations in the Middle East-North Africa region.
Similarly, Lee et al. [48], especially when modeling the meteorological parameters during a
campaign monitoring in South Korea, reported that the 2 Noah scheme produced the best
agreement between observations and simulations when compared to the 1 5-Layer, 3 RUC,
and 4 Pleim–Xiu schemes.

Our results indicated that modeling meteorological and air quality parameters in
Cuenca were sensitive to land surface schemes. Similar conclusions were reported in the
literature. Misenis and Zhang (2010) [49] indicated that both meteorological and chemical
predictions were sensitive to land surface schemes, when modeling (WRF-Chem V3.6.1) a
5-day summer episode in Houston, United States. Other studies also reported that surface
temperature was sensitive to land surface schemes [5,50]. Table 9 compares the main results
of this contribution with other assessments on the influence of land surface schemes. Most
of the evaluations cover the modeling of meteorological variables.

Table 9. Comparison with other assessments on the influence of land surface schemes.

Region Period Model Main Results Reference

Andean region of
Ecuador September 2014 WRF-Chem V3.2

Noah provided better performances for modeling meteorological
and air quality variables than the 5-Layer, RUC, and Pleim–Xiu
schemes. The combination of the 2 Noah land surface scheme
and the Urban Canopy Model option was not better than
modeling with the 2 Noah scheme alone. Moreover, this
combination produced the poorest results for CO and PM2.5

This contribution

Oregon, United States 22 to 28
September 2014 WRF V3.7.1

The Pleim–Xiu scheme produced lower and more reliable
sensible heat fluxes than Noah. However, Noah’s latent heat
fluxes improved compared to Pleim–Xiu, when North American
Regional Reanalysis forcing data was used.

Sun et al. (2017) [2]

South of Chile One year WRF V4.0 The 5-Layer was better than an improved version of the Noah
scheme

Somos and Manquehual
(2020) [3]

Southern Italy March 2016 WRF-Chem
V3.6.1

The Noah and an improved Noah scheme were better, especially
for modeling daily average PM10 concentrations, compared to
RUC

Rizza et al. (2018) [4]
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Table 9. Cont.

Region Period Model Main Results Reference

Tibetan Plateau March 2017 WRF V3.7.1

The near-surface air temperature was sensitive to land surface
schemes. The Community land surface model was better for
modeling a snow event compared to Noah, and an improved
Noah scheme

Liu et al. (2019) [5]

East China 23 July 2003 WRF V3.0
The 5-Layer and Noah schemes had approximately the same
performance. RUC produced the maximum differences with
records

Zeng et al. (2015) [8]

Middle East-North
Africa 2000 to 2010 WRF V3.8.1

The Noah land surface scheme was better for modeling
temperature and rainfall compared to an improved Noah
scheme, RUC, and the Community land surface scheme

Constantinidou et al.
(2020) [47]

Haean basin-South
Korea

23 to 26
September 2010 WRF V3.3

The significant impact of the land surface scheme was shown in
meteorological simulations. The best agreement between
observation and simulation was obtained for Noah, compared to
5-Layer, RUC, and Pleim–Xiu

Lee et al. (2016) [48]

Houston, United
States

Five-day summer
episode during
2000

WRF-Chem
V3.6.1

Both meteorological and chemical predictions at the surface and
aloft show stronger sensitivity to the land surface compared to
planetary boundary layers schemes

Misenis and Zhang
(2010) [49]

Lake Tana Basin,
Ethiopia

March to August
2015 WRF V3.8

Temperature and rainfall were sensitive to land surface schemes
and land use data choice. RUC and updated USGS land use data
were better for temperature. Noah and updated USGS land use
were better for rainfall

Teklay et al. (2019) [50]

Northern Italy 2006 to 2015 WRF V3.8
An improved Noah version simulated a dry soil event close to
records. There were no differences for rainfall modeling using
Noah, improved Noah, and a third land surface scheme

Zhuo et al. (2019) [51]

Eastern Italian Alps 12 to 15 February
2006 WRF V3.8.1

Noah and an improved Noah scheme improved their modeling
performance for near-surface temperature over snow-covered
terrain after modification of the mean grid cell albedo

Tomasi et al. (2017) [52]

Central Asia Summers from
2000 to 2018 WRF V4.0

Modeled variables (2 m temperature and rainfall) were sensitive
to land surface schemes. The Community land surface scheme
was better than Pleim–Xiu and an improved Noah scheme

Lu et al. (2021) [53]

Western United States
1 October 1995 to
30 September
1996

WRF V3.0
Land surface schemes strongly affect temperature simulations.
The Community land surface model was better for modeling
compared to the 5-Layer, Noah, and RUC schemes

Jin et al. (2010) [54]

Contrary to the finding of this study, other studies have reported that other land surface
schemes were better than the 2 Noah scheme. Lu et al. (2021) [53] indicated the community
land surface scheme was better than the 3 RUC scheme and an improved version of the
2 Noah scheme when modeling temperature and rainfall (WRF V4.0) during summer in
Central Asia. The 1 5-Layer scheme, has been reported as the simplest land surface scheme
in terms of structure and physics and was found to be better than an improved version of
the 2 Noah scheme for modeling (WRF V4.0) meteorological variables over the south of
Chile [3]. The 4 Pleim–Xiu was better than the 2 Noah scheme for modeling sensible heat
fluxes (WRF V3.7.1) in Oregon, United States [2]. However, 2 Noah’s improved version
provided better results than the 4 Pleim–Xiu scheme, specifically when the North American
Regional Reanalysis forcing dataset was used.

Combining the 2 Noah scheme and the urban canopy model option did not show
benefits in Cuenca when compared to results with the Noah scheme alone. Moreover, this
combination produced the poorest computed results due to overestimating CO and PM2.5
levels. These results are partly explained by the underestimation of surface temperature
at hours of peak emissions of the primary pollutants, which were accompanied by lower
planetary boundary layer heights (Figure 3e) when compared to the 2 Noah option, thereby
limiting the volume of the atmosphere with respect to dispersing primary pollutants. The
results suggested that, although the urban canopy model can consider the urban effects
at the subgrid-scale, this feature does not necessarily improve the modeling performance.
The decrease in performance when modeling with the 2 Noah scheme and the urban
canopy model is consistent with the conclusion by Liao et al. (2014) [55], who reported
that when using the urban canopy model, higher PM10 concentrations were computed
(WRF-Chem V3.2.1), specifically when modeling climate and air quality in the Yangtze
River Delta, China. Although the urban canopy models describe the effects of urban areas
at a subgrid-scale (less than 1 km for the inner domain of Cuenca), it seems that this
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option from WRF-Chem V3.2 is unsuitable or has properties that do not represent the
urban area of Cuenca. Due to its nature, urban canopy models are expected to improve the
modeling performance.

Interestingly all the options, including the 5 Noah UCM, showed good performances
for modeling O3 concentrations, capturing between 85.2 and 96.3% of the maximum O3 8 h
mean daily records (Table 8). Except for the 4 Pleim–Xiu scheme, the other options tend to
overestimate O3 levels (Figure 8). The presence of the WE in the historic center of Cuenca
indicates that around the MUN station, the O3 abundance is promoted by decreasing NOx
emissions and that an increase of NOx will thus reduce the O3 levels. On the other hand,
an increase or decrease in NMVOC emissions will increase or decrease the production of
O3, respectively. This feature needs to be considered for the new emissions inventory for
Cuenca, where the ratio between NMVOC to NOx should be compatible with a regime for
O3 production that is limited by NMVOC emissions.

Our results and conclusions from other studies suggest that dedicated assessments
should be conducted to identify an appropriate land surface option for each study region.

Our results suggest that for the purposes of modeling meteorology and air quality with
the WRF-Chem V3.2 in the Andean region of Ecuador, the 2 Noah scheme would provide
properly computed values of surface temperature, wind speed, and air quality variables.
Therefore, we suggest that the 2 Noah land surface scheme be utilized for assessing the
quality of Cuenca’s new atmospheric emission inventory, which is currently in preparation.

Based on this and previous contributions, we preliminary recommend the following
options for modeling with the WRF-Chem V3.2, both for modeling the meteorology and air
quality in the Andean region of Ecuador:

• Land use categories: Based on the USGS dataset and categories (as per this contribution);
• Global atmospheric dataset: FNL [21];
• Land surface scheme: Noah (as per this contribution);
• Urban Canopy Model: None (as per this contribution);
• Planetary Boundary Layer: Yonsei University option [20];
• Chemical mechanisms and aerosol modules: CBMZ and MOSAIC with direct ef-

fects [20,23].

Our contribution provided insights for atmospheric studies in the Andean region of
Ecuador, which is a complex area in which atmospheric modeling is challenging. This
is due to the influence of the Andes chain, the intertropical converge zone, and the poor
coverage of atmospheric monitoring, both at the surface and especially in terms of vertical
sounding [21,44]. Our findings help to understand the influence of land surface schemes in
modeling meteorology and air quality, which are valuable features because, in most of the
studies, we found that only meteorological variables were assessed.

In the future, other options need to be explored, such as using an updated version of
WRF-Chem, as well as determining the corresponding versions of the land surface and urban
canopy model options. In addition, although the land uses a map of this assessment that
acceptably described the current situation in Cuenca, it can be updated. For this purpose, it
is necessary to update the data in the USGS or to assess the data coming from the Moderate
Resolution Imaging Spectroradiometer (MODIS), or even from dedicated local studies in
Cuenca to describe in the best way the land uses categories and their properties.

Although temperature and wind speed were adequately modeled in Cuenca, other
meteorological variables, such as solar radiation and wind direction, require improved
modeling performance. For solar radiation, dedicated studies for assessing the cumulus,
land surface, and microphysics options can be evaluated. One limitation of modeling in
the Andean region is the lack of dedicated schemes. We have used options developed and
tested mainly in the Northern Hemisphere. Therefore, the development or updating of the
parameterization options is strongly desirable, specifically by considering the features of the
Andean region. Moreover, updated topography can improve the modeling performance
for wind direction. Additionally, the potential benefits from data assimilation need to
be evaluated.
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Abstract: Understanding greenhouse gas–climate processes and feedbacks is a fundamental step
in understanding climate variability and its links to greenhouse gas fluxes. Chemical transport
models are the primary tool for linking greenhouse gas fluxes to their atmospheric abundances.
Hence, accurate simulations of greenhouse gases are essential. Here, we present a new simulation
in the GEOS-Chem chemical transport model that couples the two main greenhouse gases—carbon
dioxide (CO2) and methane (CH4)—along with the indirect greenhouse gas carbon monoxide (CO)
based on their chemistry. Our updates include the online calculation of the chemical production
of CO from CH4 and the online production of CO2 from CO, both of which were handled offline
in the previous versions of these simulations. In the newly developed coupled (online) simulation,
we used consistent hydroxyl radical (OH) fields for all aspects of the simulation, resolving biases
introduced by inconsistent OH fields in the currently available uncoupled (offline) CH4, CO and CO2

simulations. We compare our coupled simulation with the existing v12.1.1 GEOS-Chem uncoupled
simulations run the way they are currently being used by the community. We discuss differences
between the uncoupled and coupled calculation of the chemical terms and compare our results
with surface measurements from the NOAA Global Greenhouse Gas Reference Network (NOAA
GGGRN), total column measurements from the Total Carbon Column Observing Network (TCCON)
and aircraft measurements from the Atmospheric Tomography Mission (ATom). Relative to the
standard uncoupled simulations, our coupled results suggest a stronger CO chemical production
from CH4, weaker production of CO2 from CO and biases in the OH fields. However, we found a
significantly stronger chemical production of CO2 in tropical land regions, especially in the Amazon.
The model–measurement differences point to underestimated biomass burning emissions and sec-
ondary production for CO. The new self-consistent coupled simulation opens new possibilities when
identifying biases in CH4, CO and CO2 source and sink fields, as well as a better understanding of
their interannual variability and co-variation.

Keywords: carbon dioxide; carbon monoxide; chemical production; modeling; GEOS-Chem; carbon cycle

1. Introduction

Accurate simulations of greenhouse gases are vital for climate predictions. Carbon
dioxide (CO2) and methane (CH4) are the two main anthropogenic greenhouse gases and
have a significant impact on our climate. Due to human activities, the atmospheric amounts
of CO2 and CH4 have increased globally by 40% and 150%, respectively, since the industrial
revolution [1]. Carbon monoxide (CO) is less abundant than CO2 and CH4; however,
through its indirect effects on CH4, ozone and CO2, it can also have a climate impact [2].
Changes in the atmospheric amounts of these gases, driven by changes in their sources and
sinks, largely control our future climate, but uncertainties about these processes and their
budgets still remain [3–5]. All three carbon greenhouse gases are chemically dependent,
and a change in one can affect the others.
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In the GEOS-Chem model, each of these gases have their own stand-alone simulation,
decoupled from one another. All three simulations are widely used for carbon gas flux
inversion and source attribution [6–12]. Previous studies have emphasized the importance
of the inclusion of the 3-D chemical production of CO2 from the collective oxidation of CO,
CH4 and non-methane volatile organic compounds (NMVOCs) [13,14], but this chemical
production, together with the secondary production of CO from CH4, is handled offline
in the stand-alone carbon gas simulations of the GEOS-Chem model [15–17]. Moreover,
the chemical production and hydroxyl radical (OH) fields used by each of these individual
simulations are calculated from different model versions (based on the model version in
use when the stand-alone simulation was developed), introducing inconsistencies between
the simulations. Here, we present a new simulation in GEOS-Chem that couples CH4,
CO and CO2 with an online calculation of their chemical production using consistent and
updated OH fields for a more accurate simulation of these gases.

The dominant loss process of CH4, the second most important anthropogenic green-
house gas, is through a reaction with OH:

CH4 + OH→ CH3 + H2O (1)

that eventually leads to the formation of CO after a series of intermediate steps [18]:

CHO + O2 → CO + HO2 (2)

Both CH4 and CO have a common sink in the atmosphere through the reaction with
OH. The role of CO in determining tropospheric OH indirectly affects the atmospheric
burden of CH4 [19]. Along with CH4, it is one of the principal sinks of OH. Through the
reaction with OH, CO can also lead to the chemical formation of CO2 [13,14]:

CO + OH→ CO2 + H (3)

The oxidation of both primary CO, from direct anthropogenic and biomass burning
emissions, and secondary CO, as an intermediate in the oxidation of CH4 and NMVOCs,
leads to the formation of CO2. CO2 can also be produced from the oxidation of carboxy–
peroxy radical (RCO3) and alkenoid ozonolysis (reaction of ethene with ozone; C2H4+O3) [20],
but this is thought to only be a minor contributor.

In regions that are not dominated by strong anthropogenic point emissions or biomass
burning emissions, the major source of CO is CH4 oxidation by OH through
Reactions (1) and (2) and the intermediate reactions. Studies have found the yield of
CO from CH4 oxidation to range from 0.70–1 [4,21–26]. The CO chemical production
from CH4 is estimated to be 760–1086 Tg CO yr−1, with CO also chemically produced
from NMVOCs, with estimates of 320–820 Tg CO yr−1 [4,17,25,27–30]. The combined CO
chemical production represents more than half of the total CO source.

The reaction of CO with OH radicals represents its largest sink, removing
2325–2630 Tg CO yr−1 [15,17,25,28,29,31]. The total chemical CO2 source is estimated
to be around 1.04–1.1 Pg C yr−1 [14,15], which is approximately 12% of the annual anthro-
pogenic CO2 source (9.4 Pg C yr−1, averaged for 2008–2017) [32]. Around 90–94% of the
CO2 chemical production is from CO oxidation [20,33]. In contrast to the majority of the
CO2 sources that are emitted at the surface, CO2 from the oxidation of CO is produced
throughout the atmosphere. Although significant efforts have been made to constrain the
total budgets of CO2, CH4 and CO, discrepancies in the chemical terms between studies
suggest that these terms are still subject to uncertainties that can impact our understanding
of the total budgets [4,14,15,17,30].

In this study, we introduced a new simulation in the GEOS-Chem model that couples
the chemistry of CH4, CO and CO2. The coupling of the carbon greenhouse gases represents
an important modeling improvement and capability when studying these gases [34,35].
With the new coupled GEOS-Chem carbon simulation, we eliminated the previous of-
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fline handling of the chemical production terms and OH inconsistency between the three
species [15–17], enabling us to have (i) better estimates of the chemical terms, (ii) consistent
OH fields between species, and (iii) simultaneous and consistent simulations of CH4, CO
and CO2 that can help when constraining their fluxes based on their covariation [10,36,37].
Moreover, the coupled simulation removes the need to run the individual simulations
separately if interested in all three gases, and it requires fewer computational resources
than running three independent simulations.

We first describe the method for the online calculation of the chemical production
and the difference between the existing (uncoupled) and new (coupled) versions of these
simulations (Section 2). We then compare the stand-alone simulations of all three gases,
each run the way they are currently being used by the community, with the coupled
simulation. For both versions, we analyze their annual budgets and the contribution of
chemical production to the total amount of each gas (Sections 3.1 and 3.2) as well as their
global spatial and vertical distribution (Sections 3.3 and 3.4). We validate the new coupled
simulations against global surface flask measurements at sites that are part of the NOAA
Global Greenhouse Gas Reference Network (NOAA GGGRN), column measurements from
the Total Carbon Column Observing Network (TCCON) and aircraft in situ measurements
from the Atmospheric Tomography Mission (ATom) (Section 3.5). Finally, we discuss a
sensitivity simulation designed to test the impact of using inconsistent OH fields between
the three uncoupled simulations, an issue that impacts the existing uncoupled simulations
but is resolved in our new coupled simulation (Section 3.6).

2. Methods
2.1. Uncoupled Geos-Chem Carbon Gas Simulations

The uncoupled CH4, CO and CO2 simulations used here are based on version 12.1.1 of
the GEOS-Chem 3-D global chemical transport model. The existing uncoupled simulations
are described in Nassar et al. [15] and Nassar et al. [38] for CO2, Wecht et al. [16] and
Maasakkers et al. [39] for CH4 and Fisher et al. [17] for CO. Each of these simulations are
used routinely and independently for evaluating new emission inventories, estimating
and resolving emissions, analyzing spatial and temporal changes of CH4, CO and CO2,
source/sink attribution and inversion studies [6–12].

These simulations are decoupled from other gases and from one another; hence, they
require input fields, including chemical production rates and OH losses. GEOS-Chem can
also perform a full chemistry simulation, known as coupled aerosol–oxidant chemistry in
the troposphere and stratosphere simulation. Of the three species, only CO is simulated
online in the full chemistry simulation. CO2 and CH4 are not modeled as active species
in the full chemistry, and their response to sources and sinks can only be modeled via
the currently uncoupled simulations. The full chemistry simulation is required for the
functionality of some of the stand-alone simulations because it provides input fields for
those simulations. Various versions of the full chemistry simulation were run previously by
the developers of each uncoupled simulation to archive the production rates and oxidant
fields that are currently used in the carbon gas simulations (Table 1). Both the production
and oxidant fields are computed using 3-D archives of monthly average values. All three
carbon gas simulations are linear, and each includes a suite of tracers tagged by source type
and/or region.

The equations below describe the changes in the emission, deposition, production
and loss terms that occur within each grid box for the stand-alone CH4, CO and CO2
simulations. Note that advective transport fluxes between grid boxes (including between
the troposphere and the stratosphere) are in addition to the terms described in each equation.
The GEOS-Chem model dynamically calculates the tropopause height at every timestep and
uses this information to assign each grid box to either the troposphere or the stratosphere.
The simulated CH4 in the troposphere is based on Equation (4):

d[CH4Trop]

dt
= ECH4 − SCH4 − kCH4,OH [OH][CH4]− kCH4,Cl [Cl][CH4] (4)
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where ECH4 represents the surface emissions (gas, oil, coal, livestock, landfills, wastewater,
biofuel, rice, biomass burning, wetlands, seeps, termites and other anthropogenic emis-
sions; see Table S1), SCH4 is the sink from soil absorption, [OH], [Cl] and [CH4] are the
atmospheric concentrations of OH, Cl and CH4, and kCH4,OH and kCH4,Cl are the pressure-
and temperature-dependent rate constants for oxidation of CH4 by OH and Cl, respectively.
While [CH4] is calculated at each model timestep, in the uncoupled simulation, [OH] and
[Cl] are provided as monthly mean values archived from a prior full chemistry simulation.

In the stratosphere, Equation (4) becomes:

d[CH4Strat]

dt
= ECH4 − L(CH4) (5)

where L(CH4) represents the stratospheric CH4 sink based on stratospheric CH4 loss
frequencies archived from the NASA Global Modeling Initiative model [40,41] as described
by Murray et al. [42].

Simulated CO in the troposphere is based on Equation (6):

d[COTrop]

dt
= ECO + P(CO)− kCO[OH][CO] (6)

where ECO represents the surface emissions (fossil fuel, biofuel and biomass burning),
P(CO) accounts for the chemical production of CO from CH4 and NMVOC oxidation and
kCO is the pressure- and temperature-dependent rate constant for oxidation of CO by OH
from the Jet Propulsion Laboratory (JPL) data evaluation [43]. As in the CH4 simulation,
[OH] is provided as a monthly mean value archived from a prior full chemistry simulation.

The chemical production of CO (P(CO)) can be further separated into the production
from CH4 (P(CO)CH4 ) and the production from NMVOCs (P(CO)NMVOC):

P(CO) = P(CO)CH4 + P(CO)NMVOC (7)

The P(CO)CH4 and P(CO)NMVOC terms are monthly averaged archived fields that
were obtained with the v9-01-03 GEOS-Chem 2◦ × 2.5◦ full chemistry simulation from the
simulated monthly CO chemical production rates (P(CO)) as described by Fisher et al. [17].
In brief, the simulated P(CO) is split offline to the P(CO)CH4 and P(CO)NMVOC terms based
on the CH4 loss rates (L(CH4)) that are also simulated and saved from a full chemistry
simulation. A 100% CO yield from CH4 is assumed; hence, the production of CO from CH4
is equal to the CH4 loss:

P(CO)CH4 = L(CH4) (8)

The remaining P(CO)NMVOC contribution is then calculated as the difference between
the total CO production and the production of CO from CH4:

P(CO)NMVOC = P(CO)− P(CO)CH4 (9)

Since the 100% yield may overestimate the production of CO from the oxidation
of CH4, the simulation caps the P(CO)CH4 to the total P(CO), where it is greater than
P(CO) [17]. Hence, this assumption will retain consistency in the P(CO) terms between the
full chemistry and uncoupled simulations.

In the v9-01-03 full chemistry simulation used to calculate the L(CH4) and P(CO)CH4
fields used by the uncoupled CO simulation [17], CH4 mixing ratios were prescribed
as fixed values. One annual value for each of four latitude bands (30–90◦ S, 0–30◦ S,
0–30◦ N, 30–90◦ N) was applied throughout the troposphere, defined as averages of surface
observations from NOAA carbon cycle surface flasks.
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Table 1. GEOS-Chem production (P) and loss (L) terms used for the uncoupled and coupled carbon
gas simulations, along with the full chemistry model versions used to create the chemical terms and
hydroxyl radical (OH) fields. The chemical terms are for the troposphere unless otherwise specified.
Other source and sink fields are shown in Table S1.

CH4 CO CO2

Fields used by both uncoupled and coupled simulations

Stratospheric L(CH4) Archived fields 1 - -
Stratospheric L(CO) - GMI 2 -
Stratospheric P(CO) - GMI 2 -
P(CO)NMVOC - P(CO)NMVOC = P(CO) − P(CO)CH4 -

- archived, full chemistry v9-01-03 3 -

Fields used by uncoupled simulations only

L(CH4) 4 online 5 archived, full chemistry v9-01-03 3 -
Time resolution Every model timestep, 20 min Monthly mean, 2009–2011 average -

P(CO)CH4 - archived, P(CO)CH4 = Trop. L(CH4) -
Time resolution - Monthly mean, 2009–2011 average -

L(CO) 4,6 - online, v9-01-03 [OH] 3 archived, full chemistry
v8-02-01 7

Time resolution - Every model timestep, 20 min Monthly mean, 2004–2010
P(CO2) 6 - - archived, P(CO2) = L(CO)

Time resolution - - Monthly mean, 2004–2010

Fields used by coupled simulation only

L(CH4) online, v9-01-03 [OH] 3,8 - -
Time resolution Every model timestep, 20 min - -

P(CO)CH4 - online, P(CO)CH4 = L(CH4) -
Time resolution - Every model timestep, 20 min -

L(CO) - online, v9-01-03 [OH] 3 -
Time resolution - Every model timestep, 20 min -

P(CO2) 9 - - online, P(CO2) = L(CO)
Time resolution - Every model timestep, 20 min

1 Murray et al. [42], 2 NASA Global Modeling Initiative model, 3 Fisher et al. [17], 4 Note that, in the uncoupled
simulations, there are two entities for L(CH4) and L(CO) because there is a different treatment based on whether
they are being used to calculate the concentration of the species itself or as a proxy for the production of another
species, 5 Note that the public uncoupled CH4 simulation uses v5-07-08 OH fields [44]; however, the uncoupled CH4

simulation is not used in our analysis, 6 Troposphere and stratosphere, 7 Nassar et al. [15], 8 Note that the sensitivity
simulation described in Section 3.6 instead uses v5-07-08 OH fields as described in the text, 9 The stratospheric
P(CO2) is calculated online (every model timestep, 20 min) from stratospheric L(CO) (P(CO2) = L(CO)).

In the stratosphere, Equation (6) becomes:

d[COStrat]

dt
= P(CO)− L(CO) (10)

where P(CO) represents the stratospheric production rates of CO and L(CO) represents the
stratospheric CO sink based on stratospheric CO loss frequencies. Both quantities are from
the NASA Global Modeling Initiative model.

The simulated CO2 throughout the atmosphere is based on Equation (11):

d[CO2]

dt
= ECO2 + P(CO2) + DCO2 (11)

where ECO2 represents the surface (fossil fuel, biomass burning, biofuel, shipping) and 3-D
(aviation) emissions, P(CO2) accounts for the 3-D chemical production from the oxidation
of CO, and DCO2 represents the net contribution from ocean exchange, balanced and net
annual terrestrial exchange. Note that DCO2 can be positive or negative since these processes
have negative values in regions where they act as a net sink and positive values where
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they act as a net source. Analogous to the CO simulation, the P(CO2) term is a monthly
averaged archived field that was obtained with the v8-02-01 GEOS-Chem 4◦ × 5◦ full
chemistry simulation from the simulated monthly CO loss rates (L(CO)) as described by
Nassar et al. [15], assuming that the CO2 production is equal to the CO loss:

P(CO2) = L(CO) (12)

Some of the emission inventories used in the CO2 simulation already include CO2
from CO oxidation (effectively assuming a prompt oxidation of precursors at the point
of emission), but these amounts are only in the form of surface emissions rather than
distributed throughout the atmosphere, leading to a bias in the model [14]. With the
inclusion of a 3-D chemical source in the CO2 simulation, this bias needs to be corrected
by subtracting the CO2 chemical production “emitted” at the surface (in the emission
inventories) from the total CO2. Nassar et al. [15] quantified a 0.825 Pg C yr−1 global
annual value for this surface correction based on emissions of all reactants that undergo
oxidation to CO2 and are included in emission inventories. This includes emissions from
fossil fuel, biospheric CH4 (wetlands, ruminants, rice, termites, landfill) and biospheric
NMVOC emissions (isoprene and monoterpene). The emission inventories used for biofuel
and biomass burning explicitly account for CO2, CO, CH4 and NMVOC separately; hence,
no surface correction is applied.

2.2. Coupled Geos-Chem Simulation

Our updates couple CH4, CO and CO2 based on the chemical loss and production
reactions between these species, providing a single, self-consistent simulation. A schematic
diagram of the coupling is shown in Figure 1.

Figure 1. Schematic diagram of the tropospheric uncoupled carbon monoxide (CO) and carbon
dioxide (CO2 simulations (top) versus the coupled CH4–CO–CO2 simulation (CH4 methane, bottom).
The diagram also shows the model version (i.e., full chemistry simulation) used for the creation of
the loss and production fields in the uncoupled simulation. Colors correspond to simulations shown
in subsequent sections (see text for details). Note that both simulations use the same CO production
from non-methane volatile organic compounds (P(CO)NMVOC) field described in Sections 2.1 and 2.2
(not shown on diagram).

The starting point of the coupled simulation is the calculation of CH4 based on
Equations (4) and (5). The tropospheric CH4 loss rates are calculated from the oxidation
of tropospheric CH4 by OH at every time step. As before, a 100% yield of CO from CH4
oxidation is assumed [4], and the tropospheric CH4 loss is passed to the CO part of the
simulation at every timestep as the chemical production of CO from CH4 (P(CO)CH4 ) in the
troposphere. The calculation of the CO production in the stratosphere and from NMVOCs
uses the same method as in the uncoupled CO-only simulation. In the troposphere, the
total chemical production of CO (P(CO)) is equal to the sum of the archived P(CO)NMVOC
field and the now-online calculated P(CO)CH4 . The global tropospheric P(CO)NMVOC term
is equal to 480 Tg CO yr−1 in both the coupled and uncoupled CO simulations for each
simulation year.

The chemical production of CO2 (P(CO2)) is then calculated from the simulated CO
loss from the oxidation of CO by OH in the troposphere and from the archived CO loss in
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the stratosphere. As in the uncoupled version, a 100% yield of CO2 from CO is assumed [15].
For the chemical surface correction, due to the inclusion of the chemically produced CO2 in
other emission inventories, we retained the same correction method and values as in the
uncoupled simulation [15].

We used consistent archived OH fields (from v9-01-03) for all aspects of the simulation.
We also note that our coupled simulation does not require running additional full chemistry
simulations to create the chemical production fields, and therefore allows users to easily
update the OH fields used for the oxidation of the three species (and online calculation of
the chemical production terms) as new model versions become available.

The new coupling now allows for time-specific changes in and tracking of the chem-
ical production terms. This is an improvement of the uncoupled simulations, where the
prescribed fields were based on simulations of specific prior years and therefore could not
capture the year-specific variations and dependencies between these gases. In the uncou-
pled simulations, all of the prescribed chemical production and loss fields are monthly
mean values, whereas, with the coupled simulation, these fields are calculated online at
every timestep (i.e., 20 min), allowing us to track the day-to-day and diurnal variability of
the simulated chemical production terms.

2.3. Experimental Design

Our aim in this work was to compare the newly coupled simulation to the default
(public) v12.1.1 uncoupled simulations currently used by the GEOS-Chem community.
All aspects of the coupled and uncoupled simulations not associated with the chemical
coupling were kept as consistent as possible with the public versions of the uncoupled
simulations. The only two exceptions were: (i) the inclusion of a diurnal scaling to the
OH field used for CH4 oxidation in the troposphere and (ii) the use of the Quick Fire
Emissions Dataset (QFEDv2, Darmenov and da Silva [45]) for CO2 emissions (further
details in Section S1). The former provided consistency between carbon gases in terms
of the treatment of diel OH variability (which was already included for CO but not for
CH4), and the latter ensured that we could use consistent biomass burning emissions for
all three species.

We ran both the uncoupled and coupled simulations from January 2005 through
December 2017. The meteorological inputs for GEOS-Chem come from the Modern-Era
Retrospective analysis for Research and Applications, Version 2 (MERRA2) reanalysis
developed by the NASA Global Modelling and Assimilation Office (GMAO). The native
horizontal resolution of MERRA2 is 0.5◦ × 0.625◦. We ran the simulations at 2◦ × 2.5◦

horizontal resolution with 47 vertical levels. We used 10 min as the transport and convection
timestep and 20 min for the chemistry and emissions timestep. The production and loss
terms used by each simulation are shown in Table 1, with additional common emission
fields (i.e., source and sink processes) in Table S1. For simulation periods that are outside
of the specified inventory time range, the model re-used the data from the closest year.

Based on the recommendation from the GEOS-Chem carbon cycle working group,
both the uncoupled and coupled simulations were initialized with a 10-year spinup for
CO2 and CH4 using 2005 as a base spinup year, whereas, for CO, the model was spun up
for 6 months in 2005. The spinup was carried out with the uncoupled v11-01 simulations
described in Bukosa et al. [10]. The initial fields prior to the spinup were based on year 2005
for CO2 and 2010 for CH4. Due to the increasing trend of CO2 and CH4 in the atmosphere,
each spinup year (repeating year 2005) adds the yearly growth rate of 2005 to the modeled
CO2 and CH4 values, leading to globally higher simulated values relative to measurements.
The global modeled growth of CO2 and CH4 in 2005 at the surface is 1.41 ppm yr−1 and
0.96 ppb yr−1, respectively. We quantified the overall offset by calculating the difference
between the modeled CO2 and CH4 values at the end of the 10-year spin-up (calculated for
1 January 2005) and measurements at baseline NOAA GGGRN sites (Barrow, Mauna Loa,
American Samoa (Tutuila) and South Pole, average value for January 2005). The resulting
offset was 14 ppm for CO2 and 45.8 ppb for CH4, and we subtracted this offset from the
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CO2 and CH4 initial fields prior to the simulations. Due to differences between emission
inventories used in Bukosa et al. [10] and those used here, we used the first simulation year
(2005) as an additional spinup year for all three gases.

3. Results and Discussions
3.1. Chemical Production Budgets

The main terms impacted by the coupling of CH4, CO and CO2 are the production of
CO from CH4 (P(CO)CH4 ) in the troposphere and the production of CO2 from CO (P(CO2)).
Furthermore, the changes in these terms also impact the total source budgets for CO and
CO2 and the sink term for CO (loss of CO by OH (L(CO))). The global and hemispheric
budgets for the chemical production for both coupled and uncoupled versions of the model
along with known literature values are shown in Table 2. The annual global budgets of
the chemical production terms P(CO)CH4 and P(CO2) from the uncoupled and coupled
simulations are shown in Figure 2, with their regional distributions in Figures S5 and S6.

Table 2. Global and hemispheric budgets (SH—Southern Hemisphere, NH—Northern Hemisphere)
for CO production from CH4 (P(CO)CH4 in Tg CO yr−1) and CO2 production from CO (P(CO2) in
Pg C yr−1) from the uncoupled (U) and coupled (C) simulations, as well as literature values for the
global budgets. The budgets from the simulations are shown as a multi-year mean based on years
2006–2017. The range of values for individual years is shown in the parentheses.

Global NH SH

Chemical Terms Prior Work U C U C U C

P(CO)CH4 760–1086 1,2,3,4,5,6 902 7 937 521 7 536 381 7 401
(901–905) 7 (913–960) (520–522) 7 (522–549) (380–382) 7 (390–411)

P(CO2) 1.04–1.1 8,9 1.1 10 1.03 0.67 10 0.62 0.43 10 0.40
(1.08–1.11) 10 (1.01–1.05) (0.63–0.68) 10 (0.62–0.63) (0.43–0.46) 10 (0.39–0.42)

1 Holloway et al. [27], base year: not defined; 2 Bergamaschi et al. [25], base year: 1993–1995; 3 Duncan et al. [4],
base year: 1988–1997; 4 Arellano Jr. and Hess [28], base year: 2000–2001; 5 Stein et al. [29], base year: 2008;
6 Zeng et al. [30], base year: 2004; range based on different model simulations. 7 Fisher et al. [17], base year:
2009–2011 average; 8 Nassar et al. [15], base year: 2000–2009; 9 Suntharalingam et al. [14], base year: 1988–1997;
10 Nassar et al. [15], base year: 2006–2010.

The results from our coupled simulation remain consistent with the range of values
found in prior work. The coupled simulation shows stronger P(CO)CH4 than the fields
used by the uncoupled simulation. The stronger chemical production is mainly driven
by different CH4 levels between the coupled simulation and the full chemistry simulation
(used as the input in the uncoupled CO simulation). The P(CO)CH4 calculation in both
simulations is based on the same OH version (v9-01-03), although minor differences exist
due to the temporal resolution of the OH fields (monthly OH fields with diurnal scaling
for coupled, hourly for uncoupled). The coupled P(CO)CH4 values are stronger than the
uncoupled values for all years and for both hemispheres (11–55 Tg CO yr−1 difference). This
difference represents 0.5–2.3% of the total CO source in the coupled simulation. The CO2
chemical source shows weaker values in the coupled simulation relative to the uncoupled
one (0.04–0.09 Pg C yr−1 difference). This difference represents 0.3–0.7% of the total CO2
source in the coupled simulation. The stronger uncoupled P(CO2) values are a result
of different CO amounts used for the CO loss calculation between the coupled and full
chemistry (used as the input for the uncoupled) simulations, as well as more abundant OH
used to calculate L(CO) for the uncoupled simulation (v8-02-01, Figure S2) relative to the
OH field used in the coupled simulation (v9-01-03).
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Figure 2. Annual values of the global chemical production term budgets for CO production from
CH4 (a,c) and CO2 production from CO (b,d) from the uncoupled (a,b) and coupled (c,d) simulations.
Regional distributions are shown in Figures S5 and S6.

Figure 2a,b show that there is some very minor inter-annual variability in the chemical
production fields simulated by the uncoupled simulation despite the fact that the input
chemical production fields used in this simulation do not vary inter-annually for CO (based
on 2009–2011 average values) and do not vary inter-annually after year 2010 for CO2. This
small variability in the uncoupled simulation is exclusively driven by: (1) leap years in 2008,
2012 and 2016 that lead to a larger total annual production and (2) interannual variability in
the meteorological fields (e.g., pressure levels, tropopause height) affecting the calculation
of the total tropospheric budget.

The inter-annual variability of the chemical fields is one of the key benefits of the cou-
pled simulation. We found a consistent increasing trend in P(CO)CH4 over the 2006–2017
period in the coupled simulation (Figure 2c) due to increasing atmospheric CH4 concen-
trations leading to an increased CH4 loss and associated CO production. The P(CO)CH4
increase is the most pronounced in tropical regions (Figure S5). For P(CO2), we do not
observe a trend in the coupled results. The 2006–2010 P(CO2) results do not entirely match
the inter-annual variability shown in the uncoupled fields. The year-to-year change of the
chemical fields in the coupled simulation is driven by the inter-annual variability of the
emission fields used to simulate CH4 and CO (Tables 1 and S1). Some of the emission-driven
variability may potentially be linked to El Niño Southern Oscillation (ENSO). For example,
we observe the strongest growth in P(CO)CH4 during 2009/2010 and 2015/2016, which co-
incide with moderate and strong El Niño years, while we find no growth during 2010/2011,
a strong La Niña year, highlighting the potential impact of climate anomalies on the chem-
ical terms. However, we note that 2016 is also a leap year, which will also impact the
production increase. Different ENSO-triggered CH4 processes lead to opposite changes
in CH4: during El Niño events, wetland emissions are reduced, whereas biomass burning
emissions are enhanced [46–49]. Our coupled simulation shows that these changes can
have an imprint on the chemical production of CO that is not captured in the uncoupled
simulation. The availability of OH via CO also impacts the CH4 interannual variability;
however, we were unable to quantify the OH-driven changes here as none of our simula-
tions included OH inter-annual variability or OH-feedbacks. We recommend that future
updates to the coupled simulation prioritize the inclusion of a CO–OH–CH4 feedback in
the calculation [34,50].

Figure 3 shows the budgets throughout the year for each chemical term in different
latitudinal bands. Figure 3a shows that both the uncoupled (red) and coupled (indigo)
P(CO)CH4 have a similar annual cycle, with an overall stronger production in the coupled
simulation. The coupled simulation also shows more variability due to the year-specific
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CH4 loss, with the most variability in tropical regions. Although covering a shorter time
period with year-specific fields, from 2006 to 2010, the uncoupled P(CO2) values show more
variability than in the coupled version (Figure 3b). The uncoupled simulation also shows
stronger P(CO2) values in all latitudinal bands. The largest difference between simulations
is during December–March, mostly in Northern Hemisphere (NH) tropical and Southern
Hemisphere (SH) mid-latitude regions.

Figure 3. Monthly total atmospheric column CO production from CH4 (a) and CO2 production from
CO (b), with 1 standard deviation (shaded region), from the uncoupled (red) and coupled (indigo)
simulation averaged for 2006–2017 and summed globally (left) and over different regions (right).

3.2. Chemical Source Contributions

Due to the linearity of the GEOS-Chem carbon greenhouse gas simulations, in addition
to simulating the total amount of each gas, we can also quantify the mole fractions of
individual processes (referred to as tracers). These include the CO2 mole fraction from CO2
chemical production (CO2CO) and the CO mole fraction from CO production from CH4
(COCH4 ). Figure 4 shows these chemical production tracers (Figure 4a,b), as well as the total
CO and CO2 mole fractions (Figure 4c,d) at the surface for different latitudinal bands. Note
that, in contrast to the CO source tracers, where the atmospheric sink terms (e.g., OH) are
applied to each tracer, for CO2, there is no sink applied to the different source tracers. This
leads to a trend in CO2CO and its accumulation in the atmosphere. To highlight differences
in the seasonal cycle, we detrended the CO2CO data shown in Figure 4b,d and added the
mean 2006–2017 yearly growth rates.

Implementing the online calculation of the chemical terms results in higher COCH4
values in the coupled simulation relative to the uncoupled simulation, along with a stronger
variability (Figure 4a), similar to the production rates (Table 2, Figure 3a). An average
0.8 ± 0.5 ppb difference is present across the NH between the coupled and uncoupled
results, whereas, in the SH, we find a larger difference of 1.4 ± 0.5 ppb. Both the coupled
and uncoupled simulations show similar seasonal cycles. The difference in COCH4 is also
reflected in the total amounts of CO (Figure 4c), leading to slightly higher global surface
CO values in the coupled simulation. P(CO)CH4 and COCH4 show a seasonal cycle, with
the maximum production during NH summer and minimum during winter, which is the
opposite of the seasonal cycle of the total CO mole fractions.

The CO2CO mole fractions also show a similar seasonal cycle between the two sim-
ulations in both hemispheres (Figure 4b). The uncoupled simulation shows a stronger
yearly global surface growth rate of 0.52 ppm yr−1 due to the stronger chemical production,
whereas the coupled simulation shows a weaker growth rate of 0.48 ppm yr−1 due to
weaker production. Overall, the coupling does not significantly impact the resulting CO2
mole fractions between simulations. The differences between the coupled and uncoupled
simulations are too small to be reflected in the total CO2 surface values (Figure 4d). As al-
ready highlighted, P(CO2) is a 3-D source; hence, the signal of this source in the surface
mole fractions is small relative to the other more dominant CO2 surface fluxes.

160



Atmosphere 2023, 14, 764

Figure 4. Surface mole fractions from chemical production of COCH4 (a) and CO2CO (b) and total
CO (c) and CO2 (d) mole fractions from the uncoupled (red) and coupled (indigo) simulations with
1 standard deviation (based on 2006–2017 average values). Note that the CO2 values are detrended
and added to the mean 2006–2017 yearly growth rates.

3.3. Global Distribution

Figure 5 shows the total column chemical production of CO from CH4 with corre-
sponding COCH4 mole fractions at the surface and a 500 hPa altitude from the coupled
simulation, as well as the difference between the coupled and uncoupled simulations.
Figure 6 is the same as Figure 5 but for the chemical production of CO2 and the CO2CO
mole fractions. For CO2, we additionally removed the long-term trend from the CO2CO
mole fractions. The seasonal changes of both the production terms and mole fractions are
shown in Figures S7–S10 for CO and Figures S11–S14 for CO2.

The online calculation of P(CO)CH4 has a small impact on its global spatial distribution;
both the coupled and uncoupled simulations show similar distributions (Figure 5a,d).
The simulations used the same OH fields; hence, the differences in P(CO)CH4 are driven by
the different handling of the CH4 values before the OH loss is applied. The main difference
between the two simulations is the stronger P(CO)CH4 over tropical ocean regions and
weaker P(CO)CH4 over NH land regions in the coupled version. On a yearly scale, the
surface COCH4 mole fractions from the coupled simulation show higher values above both
ocean and land regions (Figure 5e), as a result of the stronger P(CO)CH4 over tropical ocean
regions. A similar behavior is observed at 500 hPa; however, the differences are smaller
and more diffuse. We find the same differences throughout the seasons (Figures S7–S10).
We further discuss the simulated mole fractions and the impact of the coupling on total CO
in Section 3.5.
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Figure 5. Average 2006–2017 total column CO chemical production from CH4 (a) and corresponding
mole fractions (i.e., COCH4 ) at the surface (b) and at 500 hPa (c) from the coupled simulation, along
with the difference in each field between the coupled and uncoupled simulation (d–f).

Figure 6. Average 2006–2017 total column CO2 chemical production from CO (a) and corresponding
mole fractions (i.e., CO2CO) at the surface (b) and at 500 hPa (c) from the coupled simulation, along
with the difference in each field between the coupled and uncoupled simulation (d–f).

The coupled simulation shows stronger P(CO2) (Figure 6d) in certain land regions
(South America, Central Africa, Indonesia, parts of East Asia and Australia) despite the
annual global chemical source being weaker than in the uncoupled simulation. Moreover,
in the uncoupled simulation, there is almost no P(CO2) observed above the Amazon [15];
however, our results suggest substantial P(CO2) in this region. The difference patterns
appear to be mostly independent of season (Figures S11–S14). The chemical production
is overall weaker above the ocean in the coupled simulation for all seasons; however, the
coupled simulation does show stronger P(CO2) during certain periods in tropical and NH
mid-latitude regions. The stronger P(CO2) in the coupled simulation above South America,
Central Africa, Indonesia, parts of East Asia and Australia is present in all seasons, but
with the strongest contribution during September–November. South America, Central
Africa and northern Australia are characterized by strong biomass burning, especially
during the SH dry season, when frequent fires are observed (September–November),
emitting large amounts of CO into the atmosphere [51]. Our coupled model simulates
the P(CO2) in these regions during the fire season to be stronger than the previous fields
used in the uncoupled simulation. The stronger P(CO2) from the coupled simulation in
other regions such as East Asia and North America points to enhanced anthropogenic CO
emissions that lead to a stronger chemical production of CO2. In addition to the primary
CO emissions, the secondary production of CO from NMVOC could also have a significant
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impact on the P(CO2) in regions where we observe differences. Different model versions
were used to save the P(CO)NMVOC and P(CO2) in the uncoupled simulations, as discussed
in Section 2. The updated chemistry between model versions would additionally impact the
P(CO2) through the CO production from NMVOC in regions where we expect a significant
contribution from this production term (e.g., the Amazon). The spatial distribution of the
surface mole fractions is similar between simulations, with lower values overall in the
coupled simulation, especially in the NH, due to the globally stronger P(CO2). However,
the coupled simulation does show more abundant CO2CO over tropical land regions, with
stronger P(CO2), and over the SH during June-November (Figures S13 and S14). The higher
coupled simulation CO2CO values over tropical land regions are more pronounced at
500 hPa.

3.4. Vertical Latitudinal Distribution

Figure 7 shows the vertical latitudinal distribution of P(CO)CH4 and P(CO2) for differ-
ent months, averaged for 2006–2017, as well as the difference between the uncoupled and
coupled simulations. The strongest P(CO)CH4 in the coupled simulation occurs between
the surface and 3 km altitude. For most months, this chemical production is stronger in the
NH than in the SH; however, around November we observe stronger production in the SH,
potentially due to biomass burning and wetland activity, that leads to enhanced CH4 levels
and its subsequent loss driving CO production. Although the strongest production occurs
between 50◦ S–50◦ N, we also observe production in Antarctic regions in December–January
and in Arctic regions in May–July, corresponding to their summer periods. Production is
stronger in the Arctic than in the Antarctic due to higher CH4 levels and the stronger loss in
the NH. As for the global spatial distribution results, the coupling has a small impact on the
vertical distribution (Figure 7c, stronger production in the coupled than in the uncoupled).

Figure 7. Vertical latitudinal distribution of the coupled CO chemical production from CH4 (a) and
CO2 chemical production from CO (b) and the coupled–uncoupled differences (c,d) over different
months, averaged over 2006–2017.

The strongest CO2 chemical production in the coupled simulation occurs between the
surface and 4 km altitude, and CO2 is produced chemically up to 15 km (Figure 7b). From
January–July, we observe stronger production in the NH, with the strongest production
in tropical regions at the beginning of the year, moving toward higher latitudes by July.
Based on the distribution of this source in the NH (Figure 6), strong production occurs over
China and India from anthropogenic CO, with mixed biomass burning influence from other
regions. For the remaining months, both hemispheres show strong P(CO2), with the SH
showing stronger production in September, presumably due to additional biomass burning
in the tropics (e.g., Indonesia, Australia, Africa, S America). Using an uncoupled version
of the CO2 simulation, Nassar et al. [15] did not find a biomass burning contribution over
the Amazon; however, our coupled simulation, as already discussed, suggests a significant
contribution from this region. Relative to the uncoupled simulation, the coupled simulation
shows weaker production in mid-latitude and polar regions, with a stronger contribution
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in the tropics at surface levels and above 5 km. The Arctic and Antarctic regions show
weaker production in the coupled simulation.

3.5. Model Evaluation with Column, Surface and Aircraft Measurements

We validated the new coupled simulation against global column retrievals and cali-
brated surface flask and aircraft in situ measurements (Figure 8, Table A1 in Appendix A).
Long-term time series of column-averaged dry-air mole fractions of CO and CO2 were
measured by TCCON [52]. In addition, long-term time series of surface mole fractions exist
at different sites across the globe as part of NOAA GGGRN (Dlugokencky et al. [53,54]).
For a vertical profile comparison, we used aircraft measurements from the ATom cam-
paigns [55]; for both CO2 and CO, we used the merged ATom data product collected from
the NOAA-Picarro and Harvard Quantum Cascade Laser System instrument.

Figure 8. Locations of the flask surface sites from the NOAA Global Greenhouse Gas Reference
Network (NOAA GGGRN, turquoise, Dlugokencky et al. [53,54]) along with sites that measure
column-averaged dry-air mole fractions as part of the Total Carbon Column Observing Network:
(TCCON, red, https://tccondata.org/, accessed on 10 march 2023) and sites that are both part of
TCCON and NOAA GGGRN (orange). For site details, see Table A1 in Appendix A.

We used column measurements from TCCON as the main data product to highlight
the differences between the coupled and uncoupled simulations. Both the CO and CO2
chemical sources are produced throughout the column; hence, relative to surface measure-
ments, these measurements are more representative of the impact of chemical production
on the total amounts of the gases. In order to compare the total CO and CO2 model output
with the column-averaged measurements, we converted the modeled mole fractions to column-
averaged dry-air mole fractions (Xgas) by dividing the vertical column of the gas of interest
(Ωgas) with the total dry-air column (ΩO2) based on the method described by Wunch et al. [56]:

Xgas = 0.2095
Ωgas

ΩO2

(13)

and smoothed according to Equation (14) [57]:

cs = ca + hTaT(xm − xa) (14)

where cs represents the smoothed column model dry-air mole fraction, ca is the TCCON
a priori column dry-air mole fraction, hT represents the vertical column summation, aT

is the TCCON averaging kernel and xm and xa are the model and a priori dry-air mole
fraction profiles.

The modeled vertical profiles were saved at a daily temporal resolution and extracted
for the closest grid box to each TCCON station. For the comparison with surface measure-
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ments, we extracted the grid points at the lowest level in the model. For the comparison
with aircraft measurements, model outputs were saved for grid boxes corresponding to the
measured time, latitude, longitude and level along the plane flight track. Both the aircraft
measurements and modeled output were averaged to the model temporal (20 min) and spa-
tial (2◦ × 2.5◦) resolution to calculate one average value for each unique grid-box–time-step
combination.

Both the column and surface measurements are impacted by data gaps. In order
to minimize the impact of the non-continuous measurements and inconsistent measurement
time periods on the analysis, we used a consistent time period (2010–2017) when analyzing
the measurement–model differences. We found the fewest data gaps during this time
period; however, a few sites are still subject to missing measurements (column: Ny Alesund,
Rikubetsu, Edwards, Anmyeondo, Saga, Ascension Island, Reunion; surface: Trinidad,
Easter Island, Christmas Island). Due to short timeseries at the Manaus and Burgos TCCON
sites, we excluded them from the plots representing the measurement–model differences
in the next section (Section 3.5.1); however, the full timeseries at all sites can be found in
Figures S15–S18.

3.5.1. Comparison with Column Measurements

Figure 9 shows the differences between the modeled values (uncoupled and coupled)
and measurements at different TCCON sites for CO (Figure 9a–e) and CO2 (Figure 9f–j)
plotted against the latitude of each site. We also show the normalized mean bias between
the modeled and measured values on each plot. Mid-latitude European sites (Białystok,
Bremen, Karlsruhe, Orléans and Garmisch, grouped into Other EU sites) show similar
results; hence, we only present their mean value. The timeseries comparison of the total CO,
COCH4 , CO2 and CO2CO mole fractions for each site can be found in Figures S15 and S16.

Figure 9. Column-averaged mole fraction model–measurement differences (uncoupled (red) and
coupled (indigo)) for CO (a–e) and CO2 (f–j) as a function of latitude, averaged for 2010–2017, with
annual values (a,f) and for different seasons: December–January–February (DJF,: (b,g)) , March–
April–May (MAM, (c,h)), June–July–August (JJA, (d,i)), September–October–November (SON, (e,j)).
The numbers inset represent the normalized mean bias (NMB). For CO, we also show the NMB based
on the unscaled CO values (shown in the parentheses).
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The coupled CO results lead to a smaller bias between the modeled and measured
values in both hemispheres and all seasons (except at SH mid-latitude sites, Lauder and
Wollongong in June–July–August). Differences in the CO values are driven by differences in
the CH4 loss calculation, and we find that the stronger CH4 loss in the coupled simulation
leads to a smaller model–measurement bias, suggesting that this term was potentially
underestimated in the uncoupled simulation. The distribution of the model–measurement
differences between sites is consistent between the coupled and uncoupled simulation but
with larger differences for sites in the SH. Previous studies showed that CO values in the
SH are dominated by CH4 and NMVOC oxidation [17,30,58]; hence, the larger SH offset
between the coupled and uncoupled simulation is driven by the dominance of chemical
production relative to other CO sources.

On a yearly scale and for all seasons, the smallest CO model–measurement bias is
present at sites closest to the South Pole, with an increasing negative bias (i.e., underestima-
tion of the modeled values compared to measurements) toward the NH. In the NH, the
biases show a smaller latitudinal dependence than in the SH, presumably due to the larger
differences in the CO sources between regions/sites. Differences in the modeled–measured
values throughout the seasons highlight potential contributors to the observed biases. In the
SH, we find a stronger negative bias during austral spring (September–October–November),
while the seasonal dependence in the NH is more variable. The larger SH bias during
austral spring suggests an underestimated biomass burning source, since this period aligns
with the burning season in the SH. Due to uncertainty in the TCCON bias-correction to in
situ scales for CO, we also compared our modeled CO with the unscaled TCCON CO values
that are higher by approximately 7%. For all sites, we obtained the unscaled values by
multiplying the column CO by 1.0672. The potential TCCON bias is apparent in comparison
to MOPITT (Measurements of Pollution in the Troposphere) [59] and to NDACC (Network
for Detection of Atmospheric Composition Change) [60]. The resultant Normalized Mean
Bias (NMB) relative to the unscaled values is also shown in Figure 9a–e. A comparison
with the unscaled values further increases the negative model–measurement bias.

Relative to CO, where we observe a consistent negative bias, the CO2 biases are
more variable between both sites and seasons. On a yearly scale and for most sites, the
coupled CO2 results show a smaller model–measurement bias than the uncoupled results.
The main difference between the uncoupled and coupled CO2 values is the weaker CO2
chemical production in the coupled simulation, suggesting that this source term might
have been overestimated in the uncoupled simulation (although there could be other
compensating biases). For most sites and seasons, the simulated CO2 values are higher
than the measurements (Figure 9f–j). An exception in the NH is Eureka, where there is a
consistent negative bias, and NH mid-latitude sites that show either a negative and positive
bias depending on the season. We find the largest model–measurement bias for the NH
mid-latitude sites (30–45◦ N). This bias is potentially driven by a combination of biases in
the terrestrial and anthropogenic emissions that dominate CO2 variability in these regions.
The sites in the 30–45◦ N band also show the largest biases in the CO comparisons; hence,
common CO and CO2 anthropogenic emissions might be the dominant driver of this bias.
Whether or not this bias extends to NH tropical regions cannot be determined due to a lack
of TCCON sites in tropical regions. Relative to the NH, the SH biases are smaller and less
variable, presumably due to less variable CO2 sources/sinks.

Overall, our coupled simulation led to a smaller model–measurement bias than the
original uncoupled simulations. However, we note that the reduced bias could potentially
be compensating for biases in other emissions fields and that some of the differences
in the biases are small when compared to other uncertainties in the system. Further
bias reductions would come from reducing uncertainties in other fluxes and transport.
The inclusion of an OH feedback between species would additionally impact the model–
measurement bias, especially during enhanced localized emission events (i.e., fires). As an
example, strong CO emissions would lead to depleted OH values, resulting in a weaker
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oxidation of CH4 and the production of P(CO)CH4 . This feedback is not captured in either
of the simulations since the OH fields are fixed.

3.5.2. Comparison with Surface Measurements

We complemented the column measurements with surface measurements. Figure 10 shows
the differences between the uncoupled and coupled simulations versus the measurements at
surface sites for CO (Figure 10a–e) and CO2 (Figure 10f–j) plotted against the latitude of each site.
The timeseries comparison for each site can be found in Figures S17 and S18. Note that, relative
to the column results, the surface comparison is more strongly impacted by the coarse model
resolution (2◦ × 2.5◦). The measured and modeled column values are more representative of
regional and larger-scale processes so the impact of the model resolution is weaker.

Figure 10. Surface mole fraction model–measurement differences (uncoupled (red) and coupled
(indigo)) CO (a–e) and CO2 (f–j) as a function of latitude, averaged for 2010–2017, with annual
values (a,f) and for different seasons: December–January–Febuary (DJF, (b,g)) , March–April–May
(MAM, (c,h)), June–July–August (JJA, (d,i)), September–October–November (SON, (e,j)).

For CO, the model–measurement biases in the surface data are similar to the column
results. However, in the column data, we lacked measurements in NH tropical regions
and 45–90◦ S, limiting us from identifying the biases. With available measurements in each
latitudinal band, the surface comparison further amplifies the latitudinal dependence of the
bias, increasing from the SH polar regions toward the North Pole. Relative to the column
comparison, at the surface, the large bias at NH mid-latitude sites is less pronounced.
The column CO values were consistently lower than the measurements; however, at the
surface, we see an overestimation of the CO values for some SH sites (although a number
of these sites are in regions where we lack column measurements). The overestimated
values in the SH might be partially due to transport errors [61], such as the weaker vertical
mixing [62,63] in the model leading to the buildup of CO in the planetary boundary layer.
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Having column measurements in these regions would be beneficial when identifying the
processes responsible for the observed model–measurement biases.

Differences between the surface and column comparison are more pronounced in the
CO2 data. We still find, on average, a smaller model–measurement bias in the coupled
results; however, the latitudinal distribution of the biases is different relative to the column
results. In the SH, we observe a consistent negative bias in the coupled results, whereas the
column data pointed to a positive bias (i.e., overestimated modeled values compared to
measurements). The negative bias tends to be larger for sites between 45–90◦ S, a region
where we lack column measurements. The differences in the polar regions are potentially
impacted by additional CO2 exchange from air–sea ice interaction [64], a process that is
not included in the simulation, and are still subject to large uncertainties [65]. The surface
measurements in the NH tropics (where column measurements are lacking) show a positive
bias during boreal winter/spring and negative bias during boreal summer/autumn.

3.5.3. Comparison with Aircraft Measurements

We further compared the simulations with aircraft measurements collected as part of
ATom (campaign 1: July–August 2016, 2: January–February 2017, 3: September–October
2017 and 4: April–May 2018). Figure 11 shows the differences between the modeled and
measured CO and CO2 values during the four campaigns as a function of latitude and
pressure. The spatial distributions of the differences between the modeled and measured
values and COCH4 and CO2CO cross-sections (Section S3) are shown in Figures S19 and S20.

The latitudinal change of the aircraft model–measurement differences for CO follows
the pattern seen in both the column and surface data (a smaller model–measurement bias
in the coupled simulation and, on average, underestimated modeled values compared to
measurements). The negative CO bias is present during all seasons and latitudinal bands
except during ATom 2 (austral summer) and ATom 4 (austral fall) south of 50–60◦ S. This
negative bias is also present in the surface data, whereas, in the column data, we do not
have sites south of 45◦ S. The model also underestimated the CO values compared to
measurements at all vertical levels during all four campaigns/seasons (Figure 11c,g,k,o).
Differences between the two simulations decrease with increasing altitudes in the model.
Differences between the two simulations also decrease at higher latitudes during all ATom
campaigns except ATom 2, where the difference between simulations is lowest in the
SH mid-latitudes.

For CO2, we find a consistent negative bias in all latitudinal bands except 65–70◦ N
during ATom 2 (boreal winter). This is different from both the surface and column compar-
ison, where we had a mixture of both negative and positive biases. Different biases in the
surface, column and aircraft comparisons suggest that potential biases in vertical transport
should also be explored. The coupled simulation shows a smaller model–measurement
bias for both the surface and column comparison; however, for the aircraft comparison, we
find a smaller bias in the uncoupled results. The model underestimated the CO2 values
compared to measurements in the uncoupled simulation, and the weaker chemical produc-
tion in the coupled simulation further increased this bias. For CO2 (in contrast to CO), the
offset between the coupled and uncoupled simulations is consistent across all latitudinal
bands and vertical levels.
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Figure 11. Aircraft model–measurement (uncoupled (red) and coupled (indigo)) CO and CO2

differences, shown as their latitudinal (CO: (a,e,i,m) CO2: (b,f,j,n)) and altitudinal distribution (CO:
(c,g,k,o), CO2: (d,h,l,p)) during the four Atmospheric Tomography Mission (ATom) campaigns in
June–July 2016 (a–d), December–January 2017 (e–h), August–September 2017 (i–l) and March–April
2018 (m–p). Horizontal lines show standard deviation within each bin. The data are averaged into
10◦ latitudinal and 50 mb pressure bins.

3.6. The Importance of Consistent OH Fields

In this section, we explore the impact of inconsistent OH fields on the chemical produc-
tion terms. In our coupled simulation, we used consistent OH fields (from v9-01-03) for all
aspects of the simulation. However, as discussed in Section 2.1, the uncoupled simulations
also rely on production and loss fields derived from the full chemistry simulation that was
available at the time each capability was developed or updated, leading to differences in the
resulting chemical fields. For the uncoupled simulations in the default v12.1.1 GEOS-Chem
model, these fields were derived from GEOS-Chem v5-07-08 for the CH4 simulation [44], v9-
01-03 for the CO simulation [17] and v8-02-01 for the CO2 simulation [15]. The global annual
mean OH is largest in the v8-02-01 full chemistry simulation (11.8 × 105 molecules cm−3)
followed by v9-01-03 (11.4× 105 molecules cm−3) and v5-07-08 (10.8× 105 molecules cm−3)

169



Atmosphere 2023, 14, 764

(http://wiki.seas.harvard.edu/geos-chem/index.php/Mean_OH_concentration, accessed
on 10 March 2023). The yearly change and annual/seasonal global spatial patterns of the
OH fields are shown in Figures S2–S4.

The OH disconnect inherent in the existing uncoupled simulations can introduce
biases and inconsistencies in the simulated CH4, CO and CO2. Of most importance are
inconsistencies in the archived OH fields used to calculate chemical loss rates for CH4 and
CO. Note that the uncoupled CO2 simulation does not directly use OH (i.e., there is no
CO2 OH sink), so, for the CO2 simulation, there is only a small and indirect influence from
OH through OH-driven CO loss in the full chemistry simulation used to calculate the CO2
chemical production fields. Here, we used the coupled model to perform an additional
sensitivity simulation, retaining the default version of the OH used in the v12.1.1 uncoupled
CH4 simulation (i.e., v5-07-08 OH for the calculation of L(CH4)) to highlight the impact
of inconsistent OH fields currently in use in GEOS-Chem. We will refer to this sensitivity
simulation as the coupled-origOH simulation.

We performed a 1 year simulation (2006) to analyze the impact of the OH disconnect.
Both the coupled and coupled-origOH simulations were initialized with the same CH4,
CO and CO2 initial conditions and both simulations used the same OH fields (v9-01-03)
to calculate L(CO) and P(CO2). The differences in the modeled values between the two
simulations are exclusively driven by differences between the v5-07-08 and v9-01-03 OH
fields used to calculate L(CH4) and, by extension, P(CO)CH4 . Differences between the OH
fields are shown in Figures S2–S4. Briefly, the v9-01-03 OH shows higher values, with a
peak during boreal summer (July); however, at the surface, the v5-07-08 OH has an earlier
peak in June and also shows a second peak in October, when the v9-01-03 OH shows a
decline. The seasonal cycles at higher altitudes are more consistent between the two OH
versions. On both annual and seasonal scales, the v5-07-08 fields show lower surface OH
above most land regions and NH ocean regions. A similar pattern is observed at higher
altitudes (500 hPa), but with smaller and more diffuse differences.

Figure 12a shows the monthly global total column P(CO)CH4 from the coupled and
coupled-origOH simulation. Using the default v5-07-08 OH fields for the L(CH4Trop) and
P(CO)CH4 calculations results in a 43 Tg CO yr−1 global decrease (≈5% change) relative to
the coupled simulation (coupled 913 Tg CO yr−1, coupled-origOH 870 Tg CO yr−1), with
weaker P(CO)CH4 in the coupled-origOH simulation due to lower OH values (Figure S2).
The coupled-origOH P(CO)CH4 shows weaker production globally between May–September.
The weaker P(CO)CH4 is present over land, whereas stronger production is observed
over tropical and SH ocean regions (Figure 12b), following the differences in the spatial
distribution of the OH fields (Figures S3 and S4).

The same OH field (v9-01-03) was used to calculate L(CO) and P(CO2) in the coupled
and coupled-origOH simulation; hence, the P(CO2) is only impacted by differences in the
component of the total CO loss that comes from COCH4 , which itself is only affected by
P(CO)CH4 through L(CH4). As a result, using the v5-07-08 OH fields for the L(CH4Trop)
calculation has a smaller impact on P(CO2). Both the coupled-origOH and coupled simula-
tions show similar P(CO2) budgets but with stronger production in the coupled simulation
between June–October (Figure 12e, 1.03 Pg C yr−1 coupled and 1.02 Pg C yr−1 in the
coupled-origOH, ≈1% change). Similar to P(CO)CH4 , the coupled-origOH shows weaker
P(CO2) everywhere except for tropical and SH ocean regions; however, the differences are
more diffuse due to the indirect impact of the OH differences on P(CO2).

Figure 12c shows the surface mole fractions of the chemical production of CO from
CH4. Using inconsistent OH fields between simulations leads to significant differences in
the COCH4 seasonal cycle. In the coupled-origOH simulation, the mole fractions have an
inverted seasonal cycle relative to the coupled results, showing a maximum in boreal winter
and minimum in boreal summer. The inverted and incorrect seasonal cycle in the coupled-
origOH simulation is driven by biases in the v5-07-08 OH fields. A detailed discussion
of the seasonal cycle difference can be found in Section S2. For CO2CO (Figure 12g), both
simulations show a similar seasonal cycle, with slightly higher values in the coupled
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simulation due to stronger production. Similar to the total column production, the COCH4
mole fractions at the surface are highest in the tropical and SH ocean regions in the coupled-
origOH simulation due to the stronger chemical production. The CO2CO differences are
more hemispheric, with lower mole fractions in the NH and higher mole fractions in the
SH in the coupled-origOH simulation.

Figure 12. Monthly total atmospheric column CO production from CH4 (a) and CO2 production
from CO (e), as well as surface mole fractions of COCH4 (c) and CO2CO (g) from the coupled (indigo)
and coupled-origOH (turquoise) simulation. Subplots (b,f) show the annual total column production
difference between the coupled-origOH and coupled simulation, and (d,h) show the same but for the
surface mole fractions of the chemical productions. All of the data are based on year 2006. Note that
the CO2 values are detrended and added to the 2006 growth rate.

We find that inconsistencies in the OH fields in the individual uncoupled simulations
can have a significant impact on the production and loss terms, as well as the resulting
mole fractions. Using the v5-07-08 OH fields that are currently the default in the v12.1.1
uncoupled CH4 simulation showed an incorrect seasonal cycle of the COCH4 mole frac-
tions, and, without the new coupling capability, this bias would not have been identified.
By coupling CH4, CO and CO2, we therefore increase the consistency between GEOS-Chem
simulations of these gases, not only by coupling their chemical production and loss terms
but also by removing “hidden” inconsistencies between the individual simulations that
arise through the use of different default OH fields.

4. Conclusions

We developed a coupled carbon greenhouse gas simulation in the GEOS-Chem
chemical transport model that combines CH4, CO and CO2 through their chemical inter-
dependence. The coupling between the three gases comes from the chemical production of
CO from CH4 loss (P(CO)CH4) and the chemical production of CO2 from the oxidation of
CO (P(CO2)). In the uncoupled versions of these simulations that are currently widely used
by the GEOS-Chem community, the chemical production calculations were handled offline
based on monthly archived fields for specific years from older model versions. Moreover,
the uncoupled simulations used inconsistent OH fields between the three gases. The new
coupled simulation uses updated and consistent OH fields for all aspects of the simulation.
We calculated P(CO)CH4 and P(CO2) at every model timestep, enabling us to simulate the
inter-annual variability of the chemical production fields and their follow-on effects.

Our budget estimates from the coupled simulation agree with known literature values.
For the 2006–2017 time period, our coupled results show an increase in P(CO)CH4 with time
and a dependence on climate anomalies (such as El Niño Southern Oscillation). We found
differences between the coupled and uncoupled simulations ranging from 11–55 Tg CO yr−1,
with stronger production in the coupled simulation. Our P(CO2) from the coupled simulation
is weaker than in the uncoupled simulation, with a difference of 0.04–0.09 Pg C yr−1.
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Comparing the modeled values with three measurement products (TCCON total
column measurements, NOAA GGGRN surface measurements and ATom aircraft data) led
to (on average) a smaller model–measurement bias using the coupled simulation than using
the original uncoupled simulations (except for CO2 aircraft data); however, the reduced bias
from the coupling could potentially be compensating for biases in other emissions fields.
For CO, the remaining model–measurement biases in the SH can partially be explained by
underestimated biomass burning emissions [10,58,66], especially during the dry season, and
underestimated secondary CO production (CH4 and NMVOC oxidation) [30]. Our coupled
simulation suggests stronger P(CO2) above tropical land regions than simulated previously
and that the chemical production of CO2 in the Amazon was significantly underestimated
in previous P(CO2) studies [15]. South America, Central Africa and northern Australia are
characterized by strong biomass burning [67], and our coupled model simulates the P(CO2)
in these regions during the fire season to be stronger than in previous model versions,
while the stronger P(CO2) in regions such as East Asia [68] and North America points to
enhanced anthropogenic CO emissions. For CO2, the inclusion of the missing exchange
from air–sea ice interaction could potentially contribute to better modeled values in the
polar regions [64]. Our coupled model still excludes the OH feedback [34,50], which may
be responsible for persistent biases in the modeled values, especially in regions where
chemical production/loss is enhanced.

Our coupled simulation includes two major improvements relative to the default
individual carbon gas simulations currently in use by the community: (i) the chemical
coupling between species described above and (ii) consistent OH fields used for calculating
CH4 and CO loss. Using a sensitivity simulation, where we use the coupled simulation but
retain the original (inconsistent) OH fields, we highlight the importance of using consistent
and updated OH fields. We show that the default v5-07-08 OH fields currently used in the
uncoupled v12.1.1 CH4 simulation result in incorrect L(CH4) and, by extension, P(CO)CH4
values, with an inverted seasonal cycle. In the coupled model, this has flow-on effects for
CO and, to a lesser extent, CO2.

The newly developed coupled simulation enables future investigations of the co-variations
of CH4, CO and CO2, as well as their interannual variability, that will provide a better under-
standing of their interactions. We have shown that coupling the three gases improves model
consistency, along with our ability to identify source and sink fields that are over- or under-
estimated in the model. The model–measurement differences are heavily influenced by the
existing uncertainties in a variety of carbon gas sources and sinks [10,46,69]. The new coupled
simulation paves the way for future improvements, including the inclusion of a CH4–OH–CO
feedback, additional source/sink fields, improvements to the CO yield estimates from CH4
oxidation and implementation into the GEOS-Chem Adjoint used for inverse modeling, that
will further improve our ability to constrain the fluxes of the carbon gases. With updates such
as this simulation, we will be able to better highlight and identify the origin of the model–
measurement differences and constrain the sources, sinks and budgets of CO2, CH4 and CO,
crucial for future climate projections and mitigation policies.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/atmos14050764/s1, Figure S1: Global production of CO from
CH4 (a, d), its loss via OH (b, e) and their difference (c, f) in the coupled (indigo) and coupled-origOH
(turquoise) simulations at the surface (a–c) and 500 hPa altitude (d–f) for year 2006.; Table S1: GEOS-
Chem emission inventories used for both the uncoupled and coupled carbon gas simulations.;
Figure S2: Globally averaged OH fields at the surface (a) and at 500 hPa (b) from the v9-01-03
(indigo, used by uncoupled CO and coupled simulation), v8-02-01 (red, uncoupled CO2) and v5-07-
08 (turquoise, uncoupled CH4 and coupled-origOH) full chemistry simulations.; Figure S3: Surface
(a–c) and 500 hPa (d–f) yearly averaged global spatial distribution of the OH fields based on the
v9-01-03 (a, d) full chemistry simulation and the difference between v5-07-08–v9-01-03 (b, e) and
v8-02-01–v9-01-03 (c, f); Figure S4: Surface yearly averaged global spatial distribution of the OH
fields based on the v9-01-03 (a, d, g, j) full chemistry simulation and the difference between v5-07-08–
v9-01-03 (b, e, h, k) and v8-02-01–v9-01-03 (c, f, i, l) for each season: December–January–February
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(DJF, a–c), March–April–May (MAM, d–f), June–July–August (JJA, g–i), September–October–November
(SON, j–l).; Figure S5: Annual budgets of the global and regional CO production from CH4 from
the uncoupled (a) and coupled (b) simulation.; Figure S6: Annual budgets of the global and re-
gional CO2 production from the uncoupled (a) and coupled (b) simulations.; Figure S7: Average
December–January–February (DJF) 2006–2017 total column CO chemical production from CH4 (a),
corresponding mole fractions (i.e., COCH4 ) at the surface (b) and at 500 hPa (c) from the coupled
simulation along with the difference in each field between the coupled and uncoupled simulation (d–f).;
Figure S8: Average March–April–May (MAM) 2006–2017 total column CO chemical production from
CH4 (a), corresponding mole fractions (i.e., COCH4 ) at the surface (b) and at 500 hPa (c) from the
coupled simulation along with the difference in each field between the coupled and uncoupled
simulation (d–f).; Figure S9: Average June–July–August (JJA) 2006–2017 total column CO chemi-
cal production from CH4 (a), corresponding mole fractions (i.e., COCH4 ) at the surface (b) and at
500 hPa (c) from the coupled simulation along with the difference in each field between the coupled
and uncoupled simulation (d–f).; Figure S10: Average September–October–November (SON) 2006–
2017 total column CO chemical production from CH4 (a), corresponding mole fractions (i.e., COCH4 )
at the surface (b) and at 500 hPa (c) from the coupled simulation along with the difference in each
field between the coupled and uncoupled simulation (d–f).; Figure S11: Average December–January–
February (DJF) 2006–2017 total column CO2 chemical production from CO (a) and corresponding
mole fractions (i.e., CO2CO) at the surface (b) and at 500 hPa (c) from the coupled simulation along
with the difference in each field between the coupled and uncoupled simulation (d–f).; Figure S12: Av-
erage March–April–May (MAM) 2006–2017 total column CO2 chemical production from CO (a) and
corresponding mole fractions (i.e., CO2CO) at the surface (b) and at 500 hPa (c) from the coupled
simulation along with the difference in each field between the coupled and uncoupled simulation (d–f).;
Figure S13: Average June–July–August (JJA) 2006–2017 total column CO2 chemical production from
CO (a) and corresponding mole fractions (i.e., CO2CO) at the surface (b) and at 500 hPa (c) from
the coupled simulation along with the difference in each field between the coupled and uncoupled
simulation (d–f).; Figure S14: Average September–October–November (SON) 2006–2017 total col-
umn CO2 chemical production from CO (a) and corresponding mole fractions (i.e., CO2CO) at the
surface (b) and at 500 hPa (c) from the coupled simulation along with the difference in each field
between the coupled and uncoupled simulation (d–f).; Figure S15: Modelled CO (red-uncoupled,
indigo-coupled) comparison with column measurements (black) at different TCCON sites (top plots),
based on monthly average values. Note, the plots show the scaled CO TCCON values (see main
text for details). The bottom plots represent the mixing ratios of the CO production from CH4 from
the different simulations. Note, Equation (14) (main text) cannot be directly used when calculating
the column-averaged dry-air mole fractions of the chemical terms (i.e., CO2CO and COCH4 ) since
the a priori (xa) represents the profile of the total amount of each gas and has no information about
the individual source contributions. The contribution of the a priori profiles is excluded for the
calculation of COCH4 , which is converted to column-averaged dry-air mole fractions according to
cs = hT aT xm.; Figure S16: Modelled CO2 (red-uncoupled, indigo-coupled) comparison with column
measurements (black) at different TCCON sites (top plots), based on monthly average values. The
detrended values are shown in the middle plots. The bottom plots represent the detrended mixing
ratios of the CO2 production from CO from the different simulations. Note, Equation (14) (main text)
cannot be directly used when calculating the column-averaged dry-air mole fractions of the chemical
terms (i.e., CO2CO and COCH4 ) since the a priori (xa) represents the profile of the total amount of each
gas and has no information about the individual source contributions. The contribution of the a priori
profiles is excluded for the calculation of CO2CO, which is converted to column-averaged dry-air
mole fractions according to cs = hT aT xm.; Figure S17: Modelled CO (red-uncoupled, indigo-coupled)
comparison with surface measurements (black, top plots), based on monthly average values. The bot-
tom plots represent the mixing ratios of the CO production from CH4 from the different simulations.;
Figure S18: Modelled CO2 (red-uncoupled, indigo-coupled) comparison with surface measurements
(black, top plots), based on monthly average values. The detrended values are shown in the middle
plots. The bottom plots represent the detrended mixing ratios of the CO2 production from CO from
the different simulations.; Figure S19: Model-measurement differences for CO (a, b) and CO2 (c, d)
based on simulated values from the uncoupled (a,c) and coupled (b,d) simulations during the four
ATom campaigns.; Figure S20: Altitude versus latitude cross-sections of chemically produced CO
from CH4 (COCH4 , a, b, e, f, i, j, m, n) and CO2 (CO2CO, c, d, g, h, k, l, o, p) mole fractions from the
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coupled simulation along with the uncoupled differences relative to the coupled simulation during
the four ATom campaigns. References [70–82] are cited in the supplementary materials.
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Appendix A

Table A1. Column and surface stations used for the coupled simulation validation. Sites are ordered
based on latitude, from highest to lowest.

Station Latitude Longitude Elevation (m)

TCCON sites

Eureka 1 80.05◦ N 86.42◦ W 610
Ny Alesund 2 78.90◦ N 11.89◦ E 20
Sodankyla 3 67.37◦ N 26.63◦ E 188
Białystok 4 53.23◦ N 23.02◦ E 180
Bremen 5 53.10◦ N 8.85◦ E 27
Karlsruhe 6 49.10◦ N 8.43◦ E 116
Orléans 7 47.97◦ N 2.11◦ E 130
Garmisch 8 47.48◦ N 11.06◦ E 740
Rikubetsu 9 43.46◦ N 143.77◦ E 380
Lamont 10 36.60◦ N 97.49◦ W 320
Anmyeondo 11 36.54◦ N 126.33◦ E 30
Tsukuba 12 36.05◦ N 140.12◦ E 30
Edwards 13 34.96◦ N 117.88◦ W 699
Saga 14 33.24◦ N 130.29◦ E 7
Burgos 15 18.53◦ N 120.62◦ E 35
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Table A1. Cont.

Station Latitude Longitude Elevation (m)

Manaus 16 3.21◦ S 60.60◦ W 50
Darwin 17 12.43◦ S 130.89◦ E 30
Reunion Island 18 20.90◦ S 55.48◦ E 87
Wollongong 19 34.41◦ S 150.88◦ E 30
Lauder 20 45.04◦ S 169.68◦ E 370

Both TCCON sites and surface 24,25,26

Park Falls 21 45.94◦ N 90.27◦ W 440
Izana 22 28.30◦ N 16.50◦ W 2370
Ascension Island 23 7.91◦ S 14.33◦ W 10

Surface sites 24,25,26

Alert 82.45◦ N 62.51◦ W 185
Summit 72.50◦ N 38.42◦ W 3209
Barrow 71.32◦ N 156.61◦ W 11

Pallas Sammaltunturi 67.97◦ N 24.12◦ E 565
Mace Head 53.33◦ N 9.89◦ W 5
Trinidad Head 41.06◦ N 124.15◦ W 107
Mt. Waliguan 36.29◦ N 100.89◦ E 3810
Assekrem 23.26◦ N 5.63◦ E 2710
Mauna Loa 19.53◦ N 155.58◦ W 3397
Christmas Island 1.70◦ N 157.15◦ W 0
Tutuila 14.25◦ S 170.56◦ W 42
Easter Island 27.16◦ S 109.43◦ W 47
Cape Grim 40.67◦ S 144.69◦ E 94
Baring Head 41.41◦ S 174.87◦ E 85
Crozet 46.43◦ S 51.84◦ E 197
Palmer Station 64.77◦ S 64.05◦ W 10
South Pole 89.98◦ S 24.80◦ W 2810

1 Stronget al. [83] 2 Notholt et al. [84] 3 Kivi et al. [85] 4 Deutscher et al. [86] 5 Notholt et al. [87] 6 Hase et al. [88]
7 Warneke et al. [89] 8 Sussmann and Rettinger [90] 9 Morino et al. [91] 10 Wennberg et al. [92] 11 Goo et al. [93]
12 Morino et al. [94] 13 Iraci et al. [95] 14 Kawakami et al. [96] 15 Morino et al. [97] 16 Dubey et al. [98] 17 Grif-
fith et al. [99] 18 De Mazière et al. [100] 19 Griffith et al. [101] 20 Sherlock et al. [102] 21 Wennberg et al. [103]
22 Blumenstock et al. [104] 23 Feistet al. [105] 24 CO2: Dlugokencky et al. [53] 25 CH4: Dlugokencky et al. [53]
26 CO: Petron et al. [54].
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Abstract: Numerical simulations of atmospheric dispersion and dose assessment were performed for
the Jordan Research and Training Reactor (JRTR) to evaluate its radiological effects on surrounding
population and the environment. A three-dimensional atmospheric dispersion model was applied
to investigate the behavior of the radionuclides released into the air, and a dose assessment model
was used to estimate the radiological impact on the population residing in nearby cities around
the JRTR. Considering full core meltdown an accidental scenario, most of the source term was
assumed to be released from the JRTR. Simulations were performed to calculate the air and deposition
concentrations of radioactive materials for July 2013 and January 2014. The monthly averaged values
of concentrations, depositions, and dose rates were analyzed to identify the most harmful effects in
each month. The results showed that relatively harmful effects occurred in January 2014, and the
total annual dose rate was estimated to be approximately 1 mSv outside the 10 km radius from JRTR.
However, the impact of a nuclear accident is not as severe as it might seem, as the affected area is
not highly populated, and appropriate protective measures can significantly reduce the radiation
exposure. This study provides useful information for emergency preparedness and response planning
to mitigate the radiological consequences of a nuclear accident at the JRTR.

Keywords: atmospheric dispersion; nuclear accident; radionuclides; radiological impact

1. Introduction

The prompt and accurate evaluation of the environmental and health effects resulting
from the release of radioactive materials into the atmosphere during nuclear accidents
is crucial for implementing appropriate countermeasures to guarantee the safety of the
surrounding population and environment [1]. The severity of these effects can vary widely
depending on the release rate and duration of the radioactive materials, which can be
transported over long distances and can contaminate wide areas around the accident sites,
leading to long-term health problems and environmental damage. Therefore, an extensive
environmental hazard assessment was performed to evaluate the potential radiological
impact on the population residing in cities surrounding nuclear facilities.

Research reactors are constructed and operated for research and training purposes.
They are typically used for the testing and development of nuclear fuel, reactor components,
reactor instrumentation, and control systems, as well as for the training and education of
personnel. They are also used for radioisotope production in medical and industrial appli-
cations. Research reactors operate at relatively low power levels, ranging from kilowatts to
a few hundred megawatts [2].

The Jordan Research and Training Reactor (JRTR) was constructed and operated in
Jordan in 2016. The JRTR is a 5 MWth (upgradable to 10 MWth) open-pool-type light-water
reactor located at the Jordan University of Science and Technology (JUST), 70 km from the
capital Amman in Jordan [3]. The JRTR is the first nuclear research reactor in Jordan and the
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Middle East. It serves as a cornerstone for the development of Jordan’s nuclear programs
and is designed for use in three main areas: education and training, advanced nuclear
research, and commercial and industrial services centered on radioisotope production [4].
The JRTR specifications are listed in Table 1 [5].

Table 1. JRTR specifications.

Reactor Type Open-Tank-in-Pool

Thermal Power 5 MWth (upgradable to 10 MWth)

Coolant and Cooling Method Light water and downward, forced convection

Coolant Temperature 37 ◦C (inlet) and 44 ◦C (outlet)

Fuel 19.75 wt.% enriched U3Si2-Al

Moderator Light water

Reflectors Beryllium and heavy water

Absorber Materials Hafnium and B4C

Shielding Water and heavy concrete

Although the JRTR operates at a lower power level than nuclear power plants, a risk
assessment must be conducted to ensure public and environmental safety. In the event of an
accident or incident involving a reactor, a large amount of radioactive material is released
to the environment. Therefore, radiological hazard assessment is a major concern and
requirement for research reactors. This assessment is used to evaluate the potential health
risks associated with radiation exposure, and it involves various steps, such as character-
ization of the source term, evaluation of potential pathways of exposure, determination
of potential doses and health effects, and evaluation of mitigation strategies [6,7]. The
primary purpose of an environmental hazard assessment is to provide decision makers and
stakeholders with information about potential consequences, and to ensure appropriate
countermeasures for protecting the public and environment [8].

The JRTR Final Safety Analysis Report (FSAR) [3] and Radiation Environmental Report
(RER) [9] identify the flow blockage of a fuel assembly as a limited accident that releases
the highest source term to the environment. Another study by Xoubi [10] derived the
source term of full core damage, and evaluated the atmospheric dispersion of released
radionuclides for a downwind distance of 100 km using HotSpot code, which is a Gaussian
plume model. The HotSpot code is a first-order approximation of the radiation effects
associated with the atmospheric release of radioactive materials, designed for short-range
(less than 10 km), and short-term (less than a few hours) predictions [11].

However, the Gaussian plume model has certain limitations under specific conditions,
such as low wind speed, complex terrain, spatial and temporal changes in wind velocity,
and deposition and transformation. In contrast, the particle-in-cell (PIC) model can handle
the effects of time-varying wind and deposition processes, and incorporate terrain effects
directly through adjustments in a three-dimensional grid system [12]. The characteristics of
Gaussian plume and Lagrangian models are well described in some application research
by the IAEA program [13,14].

In this study, the Hybrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT)
model was applied to evaluate the dispersion patterns of radioactive materials released
into the atmosphere and subsequence dose assessment. The HYSPLIT [15] can simulate the
three-dimensional concentrations of radionuclides in air and their deposition on the ground
due to dry and wet processes. After simulating the dispersion of the radionuclides, the
calculated concentrations were utilized for radiological effect assessment in the dose module.

2. Materials and Methods
2.1. Site Location

The JRTR is located within JUST in Irbid City, Jordan. It is located approximately
70 km north of Amman and 13 km southeast of Irbid. The geographical coordinates of the
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JRTR are 32.4627◦ N and 35.9730◦ E. Ground elevations of the site range from 560 m to
635 m [9]. Figure 1 illustrates the JRTR site and prominent cities within a radius of 80 km.

Figure 1. Location of JRTR and surrounding cities in the radius of 80 km.

The governorates of Irbid, Jarash, Ajlun, and Balqa are entirely situated within the
80 km radius of the JRTR. On the other hand, the governorates of Amman, Zarqa, and
Mafraq are partially situated within the 80 km radius, with the majority of densely popu-
lated regions falling within this range. Table 2 shows the estimated population of Jordan by
governorate at end-year 2013 and 2022 [16,17]. According to the below table, approximately
90% of Jordan’s overall population resides within an 80 km proximity to the JRTR.

Table 2. Estimated population of Jordan by governorate at end-year 2013 and 2022.

Governorate
2013 1 2022

Population Percentage (%) Population Percentage (%)
Amman 2,528,500 38.7 4,744,700 42.0

Balqa 437,500 6.7 582,100 5.2
Zarqa 972,900 14.9 1,616,000 14.3

Madaba 163,300 2.5 224,000 2.0
Irbid 1,162,300 17.8 2,095,700 18.5

Mafraq 306,900 4.7 651,100 5.8
Jarash 195,900 3.0 280,700 2.5
Ajlun 150,200 2.3 208,500 1.8
Karak 254,700 3.9 374,800 3.3
Tafiela 91,400 1.4 114,000 1.0
Ma’an 124,100 1.9 187,600 1.7
Aqaba 142,300 2.2 222,800 2.0

Total 6,530,000 100.0 11,302,000 100.0
1 Excluding Syrian refugees.

2.2. Atmosperic Dispersion Assessment

The HYSPLIT model was used to calculate air concentrations and ground deposi-
tions for a nuclear accident in the JRTR. It is a complete system developed by the U.S.
National Oceanic and Atmospheric Administration (NOAA) and is designed for atmo-
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spheric dispersion analysis by computing simple trajectories for complex dispersion and
deposition simulations using either puff or particle approaches [15]. The input data were
interpolated to an internal sub-grid centered to reduce memory requirements and enhance
computational speed. The model requires the emission rate and physical characteristics of
the pollutants to be defined. The model calculation method is a hybrid between Eulerian
and Lagrangian approaches. Advection and diffusion calculations are performed in a
Lagrangian framework, while concentrations are calculated in a Eulerian approach. Air
concentration and depositions are associated with the mass of pollutant species, such as
the release of puffs, particles, or a combination of both. The dispersion of a pollutant is
calculated by assuming either a Gaussian or top-hat horizontal distribution within a puff,
or from the dispersal of a fixed number of particles.

A Lagrangian model can compute air concentrations through either of two assump-
tions: puff or particle. In a puff model, the source is simulated by releasing pollutant puffs
at regular intervals over the duration of the release. Each puff contains the appropriate
fraction of the pollutant mass. The puff is advected according to the trajectory of its center
position, while the size of the puff (both horizontally and vertically) expands in time to
account for the dispersive nature of a turbulent atmosphere. Air concentrations are then
calculated at specific points (or nodes on a grid) by assuming that the concentrations within
the puff have a defined spatial distribution. In a Lagrangian particle model, the source
can be simulated by releasing many particles over the duration of the release. In addition
to the advective motion of each particle, a random component to the motion is added at
each step according to the atmospheric turbulence at that time. In this way a cluster of
particles released at the same point will expand in space and time simulating the dispersive
nature of the atmosphere. Air concentrations are calculated by summing the mass of all the
particles in a grid cell.

Dispersion in a Lagrangian model is computed following the particle or puff. The
advection of a particle is computed independently of the dispersion calculation. The time
integrated advection of each particle can be viewed as a simple trajectory which only
requires the three-dimensional velocity field. The velocity fields from meteorological data
are processed and interpolated to the internal model grid, and trajectories can be computed
to test the advection components of the model. Detailed mathematical formulations of
HYSPLIT are available in the literature [15,18–20].

2.3. Source Term

The FSAR [3] and RER [9] for JRTR have identified the complete blockage of a fuel
assembly as a limited design basis accident that could result in the most significant release
of fission products into the environment. Xoubi [10] additionally considered the scenario
of one or more projectiles targeting the reactor building, leading to the destruction of the
reactor confinement and pool, ultimately causing damage to all fuel assemblies. Given
the absence of a containment building and the potential security threats resulting from
the current situation in the Middle East, including the JRTR’s proximity to the Syrian
borders, a radiological impact assessment was conducted utilizing the source term provided
by Xoubi [10].

For the computation of source term at the JRTR, the ORGEN-ARP code was used,
and the cross-section library was generated for a JRTR fuel assembly using TRITON in
SCALE [3,9,10]. The release fractions of radionuclides during the postulated severe accident
were estimated in accordance with the International Atomic Energy Agency (IAEA) [6].
Table 3 lists the source terms released into the environment derived by Xoubi [10].

The total period of the accident applied to the dose calculation is assumed to be 31 days
after the accident. Fission products in the core are immediately released to the environment
following the accident. The release mode for accident is assumed to be a ground release.
Noble gases are released in gas form, iodine isotopes released in various forms, including
molecular iodine, aerosols, and organic compounds, and other radioactive nuclides are
released in aerosol form.
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Table 3. JRTR source term released to the environment due to a full core destruction by projectiles.

Nuclide Inventory (Bq) Nuclide Inventory (Bq) Nuclide Inventory (Bq)

Kr-83m 7.97 × 1014 I-134 4.84 × 1015 Te-133m 2.61 × 1014

Kr-85 3.49 × 1013 I-135 3.93 × 1015 Te-134 5.26 × 1014

Kr-85m 1.84 × 1015 Cs-134 7.87 × 1013 Ba-139 1.97 × 1014

Kr-87 3.71 × 1015 Cs-134m 3.03 × 1013 Ba-140 1.88 × 1014

Kr-88 5.06 × 1015 Cs-136 3.68 × 1013 Ba-141 1.78 × 1014

Kr-89 6.44 × 1015 Cs-137 8.64 × 1013 Sr-89 1.23 × 1014

Xe-131m 5.39 × 1013 Cs-138 3.09 × 1015 Sr-90 5.39 × 1012

Xe-133 9.91 × 1015 Cs-139 2.91 × 1015 Sr-91 1.69 × 1014

Xe-135 2.86 × 1015 Rb-88 1.53 × 1015 Sr-92 1.74 × 1014

Xe-135m 1.91 × 1015 Rb-89 2.03 × 1015 Sb-131 2.00 × 1014

Xe-137 9.53 × 1015 Te-127 1.42 × 1013 Mo-99 2.40 × 1013

Xe-138 9.61 × 1015 Te-127m 2.00 × 1012 Rh-105 5.39 × 1012

Br-84 6.13 × 1014 Te-129 4.57 × 1013 Ru-103 1.24 × 1013

I-130 1.43 × 1013 Te-129m 8.16 × 1012 Ru-105 5.98 × 1012

I-131 1.86 × 1015 Te-131 2.04 × 1014 Tc-99m 2.13 × 1013

I-132 2.77 × 1015 Te-131m 3.60 × 1013 Np-239 1.48 × 1013

I-133 4.18 × 1015 Te-132 3.43 × 1014

2.4. Meteorological Data

Meteorological normals and extremes for precipitation, humidity, and wind speed at
Ramtha Station and wind direction at Irbid Station are shown in Table 4 [9]. The data were
based on measurements from 1976 to 2000.

Table 4. Histological meteorological normals and extremes at Ramatha and Irbid stations near JRTR
site between 1976 and 2000.

Months Precipitation (mm) Relative
Humidity (%) Wind

Mean Max. Monthly Max. in 24 h Mean Daily
Speed (m/s) Prevailing

Direction (Deg.)Mean Max. Daily

1 49.4 63.9 38.5 73.3 2.8 20.6 207

2 44.6 125.5 36.5 65.2 3.1 15.4 244

3 41.9 116.6 60 64.4 3.3 15.4 252

4 8.5 29.9 14.0 49.5 2.9 20.6 269

5 3.2 23.4 25.3 40.4 2.9 36.0 280

6 0.8 0.2 14.8 46.8 3.4 12.3 282

7 0.0 0.0 0.0 50.2 3.7 14.4 285

8 0.0 0.0 0.0 52.5 2.8 12.3 282

9 0.2 2.3 2.9 52.4 2.7 16.5 279

10 7.8 20 19.8 55 2.8 13.4 274

11 25.9 1.6.4 40.2 59.1 2.9 11.3 227

12 38.7 91.3 32.0 68.5 2.8 11.8 234

Period 1976~2000 1976~2000 1976~2000 1976~2000 1981~2000 1985~2000 NA

Radionuclide dispersion proportionally decreased with high humidity and precipita-
tion and increased with the high wind speed, while deposition proportionally increased
with high humidity and precipitation and decreased with the low wind speed. Table 4
shows that January had the highest mean precipitation and relative humidity, with a rel-
atively low mean wind speed. Therefore, the release of radioactive materials in January
is anticipated to result in the highest radionuclide concentrations in areas near the JRTR
site. July had zero precipitation and the highest mean wind speed, which resulted in the
dispersion of radionuclides far from the JRTR site.

Radiological hazard assessments in the JRTR FSAR and RER [3,9] were conducted
using meteorological data from May 2013 to April 2014. Therefore, in this study, July 2013
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and January 2014 were selected to evaluate the atmospheric dispersion and radiological
effects of relatively large and small depositions, respectively. The meteorological data
required to run the HYSPLIT model were obtained from a data archive consisting of the
Global Data Analysis System (GDAS) of NOAA.

2.5. Dose Assessment

Radiation exposure is a major factor in the management of nuclear emergencies. In
terms of accuracy and reliability, actual measurements are the optimal strategy for ob-
taining information concerning the dose received by individuals. However, in practice,
obtaining measurements from all individuals affected by nuclear accidents over the entire
period of exposure is a major challenge [21]. Therefore, a dose assessment model has
been applied to estimate the radiological exposure of the public to a nuclear accident [22].
Radionuclides released to the environment is a potential risk to humans and the environ-
ment; therefore, major efforts have been concentrated on developing an internationally
acceptable system [23–25].

Radiation assessment in humans can be evaluated by considering the exposure path-
ways. Human exposure to radiation can be classified as external and internal doses. Exter-
nal radiation from radioactive materials directly affects the human body (i.e., high-energy
radiation, such as gamma radiation, which penetrates the human body). This radiation
can be emitted from facilities, air-suspended radionuclides, or radionuclides deposited
on the ground. External exposure is typically the principal route of radioactive effluents
released from nuclear plants, whereas internal exposure is caused by inhalation, ingestion,
or absorption through intact or broken skin. Ingestion is usually the principal route of
radioactive effluent intake. The external and internal exposures can be calculated using the
equations described below [22].

Inhalation of radionuclides in the plume:

HE(inh),i = Ca,i(x)× Dinh,i × Iinh (1)

HE(inh),i: Effective dose from inhalation (Sv);
Ca,i(x): Average activity concentration of radionuclide i at location x (Bq/m3);
Dinh,i: Inhalation dose coefficient (Sv/Bq);
Iinh: Inhalation rate (m3/a).

External exposure from the cloud:

HE(ex,cloud),i = Ca,i(x)× D(ex,cloud),i × (Oout + (1 − Oout)Lcloud) (2)

HE(ex,cloud),i: Effective dose from external exposure to radionuclide i (Sv);
Ca,i(x): Time integrated activity concentration of radionuclide i in air at location x (Bq·s/m3);
D(ex,cloud),i: External dose coefficient for immersion in the cloud (Sv per (Bq·s)/m3);
Oout: Fraction of time spent outdoors;
Lcloud: Dimensionless factor considering the shielding effect of buildings.

External exposure from deposited radionuclides:

HE(ex,deposit),i = Cs,i(x)× Dex, deposit ×
(
Oout + (1 − Oout)Ldeposit

)
(3)

HE(ex,deposit),i: Effective dose from deposited radionuclide i (Sv);
Cs,i(x): Time integrated activity concentration of radionuclide i on soil at location x
(Bq·s/m2);
Dex,deposit: External dose coefficient from the deposit (Sv per (Bq·s)/m2);
Oout: Fraction of time spent outdoors;
Ldeposit: Dimensionless factor that considers the shielding effect of buildings.
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The calculation of the total effective dose resulting from the release of radionuclides
during an accident necessitates the use of dose coefficients. The U.S. Environmental
Protection Agency’s Federal Guidance Reports (FGR) [26,27] provided all the necessary
dose coefficients for every exposure pathway associated with the released radionuclides.

2.6. Other Input Parameters

HYSPLIT [15] offers three distinct mechanisms for removing pollutants, namely dry
deposition, wet depletion, and radioactive decay. Dry deposition is characterized by a
deposition velocity (vd) that varies depending on the surface type and isotope. For this
study, two deposition velocities were employed: 0.3 cm/s for respirable particles and
8 cm/s for non-respirable particles [10].

Wet depletion encompasses two processes: the first involves the continuous ingestion
of polluted air into a cloud from a polluted boundary layer, followed by transportation
within the cloud (in-cloud); the second process involves rain falling through a polluted
layer (below-cloud). For soluble gases, wet removal is defined by specifying its Henry’s
Law constant. Gaseous wet removal occurs only for the fraction of the pollutant that
lies below the cloud top. Particle wet removal is defined by a scavenging ratio within
the cloud and an explicit scavenging coefficient for pollutants below the cloud base. The
relevant values used in this study were obtained from the suggested values in the HYSPLIT
user’s guide [28].

3. Results and Discussion

In January, a release of radioactive materials was anticipated to result in the highest
radionuclide concentrations in areas surrounding the JRTR site. July had the highest
mean wind speed, which resulted in the dispersion of radionuclides far from the JRTR site
(Table 4). In particular, simulations were performed in July 2013 and January 2014, which was
the period used for the radiological hazard assessment in the JRTR FSAR and RER [3,9].

Figure 2 shows the monthly integrated air concentration map for July 2013, where
all the radionuclides listed in Table 3 are assumed to be released into the atmosphere. As
demonstrated in Table 4, most radioactive materials in July moved eastward owing to the
westerly wind. The GDAS of NOAA in July exhibited similar wind patterns, and the measured
wind fields in the JRTR report maintained a constant westerly wind during summer.

Figure 2. Integrated air concentration in July 2013.
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Figure 3 illustrates the monthly integrated air concentration map in January 2014 and
the radioactive materials transported in various directions owing to the complicated wind
patterns in winter. The concentrations of radionuclides in the air were relatively higher
near the JRTR site in January than in July because they did not disperse widely in various
areas in January owing to the relatively large precipitation and low wind speed in winter.

Figure 3. Integrated air concentration in January 2014.

Figures 4 and 5 depict the total ground deposition in July 2013 and January 2014,
respectively. These depositions exhibited the same patterns as the integrated air concentra-
tions illustrated in Figures 2 and 3. More deposits were recorded near the JRTR in January
than in July.

Figure 4. Total ground deposition for the whole month of July 2013.

188



Atmosphere 2023, 14, 859

Figure 5. Total ground deposition for the whole month of January 2014.

The calculated monthly dose, which accounts for the internal and external doses, as
presented in Equations (1)–(3), is shown in Figures 6 and 7. The maximum dose for the
whole month of July 2013 was estimated to be approximately 3.6 × 101 mSv at a radius
of 5 km from the JRTR, whereas the minimum dose was approximately 2.6 × 10−7 mSv
at a radius of 80 km from the JRTR. The maximum and minimum doses in January 2014
were estimated to be approximately 5.0 × 101 mSv and 4.9 × 10−5 mSv. As mentioned
previously, January has relatively high humidity and precipitation; therefore, a large
amount of radioactive material is deposited and high dose rates occur near the JRTR.

Figure 6. Total dose received in July 2013.
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Figure 7. Total dose received in January 2014.

The thyroid dose by inhalation and deposition was estimated for the three age groups
by using the calculated air concentrations and ground depositions in July 2013 and January
2014. The maximum monthly thyroid doses were 80 mSv, 62 mSv and 40 mSv at a radius
of 5 km from the JRTR for 1-year old infants, 10-year old children, and adults in July 2013.
In addition, they showed 110 mSv, 86 mSv and 55 mSv for 1-year old infants, 10-year old
children, and adults in January 2014.

According to Figure 6, although a dose of 1 mSv was calculated more than 20 km to the
east of the JRTR site, the affected areas consist of low populated lands, with only a few small
communities located within this region. With the exception of the Mafraq governorate,
all other governorates received a minimal dose of less than 0.1 mSv. Figure 7 shows that
the dose in the area within a 10 km radius of the JRTR site exceeds 1 mSv, impacting
the Bani Obeid district, but posing no significant danger to the densely populated Irbid
Qasabah district or other districts in the Irbid governorate. Some areas in the Irbid and
Mafraq governorates are estimated to receive a dose greater than 1 mSv, while all other
governorates receive a very low dose of less than 0.1 mSv. Both Figures 6 and 7 show that
even if a severe accident was to damage the JRTR confinement and core, only a limited
area is estimated to be at significant risk of high exposure to radioactive materials. Densely
populated cities and regions are estimated to receive a minimal dose.

The aforementioned estimated doses were calculated without considering any protec-
tive measures. Consequently, if appropriate protective actions are implemented, the doses
are expected to decrease substantially. The radiological effects on people living near the
JRTR differed depending on the air and deposition concentrations in their local areas, which
varied according to meteorological conditions. Individuals residing in the eastern area of
the JRTR presented high radiological risks in July, while some individuals living in the
western and eastern areas of the JRTR faced high risks in January. In this regard, developing
a protective plan for people in each direction for a nuclear accident could minimize the
radiological risks.

In this study, the maximum dose was estimated to be 50 mSv for the month of January,
approximately 5 km away from the JRTR site. This value, when compared to the JRTR Final
Safety Analysis Report (FSAR) [3], was found to be reached at approximately 120 m from
the JRTR site after 30 days of an accidental release. It should be noted that the JRTR source
term in the FSAR was calculated based on only one fuel assembly meltdown. Conversely,
Xoubi [10] estimated that the total effective dose of 50 mSv could be reached for a distance
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of more than 10 km, depending on the Pasquil stability class, with the maximum dose of
approximately 200 Sv for most stability classes. This significant difference in total effective
dose values is attributed to several parameters that have a significant impact on radiological
hazard assessment, such as the source term, meteorological conditions, and dispersion
models used for risk hazard assessment.

4. Conclusions

To mitigate the environmental and health risks of nuclear accidents, effective emer-
gency response plans must be established. These plans should encompass the establishment
of evacuation routes and zones, communication systems, and emergency shelters. Fur-
thermore, educational programs should be conducted to raise public awareness about the
potential health and safety risks associated with nuclear accidents.

In this study, numerical simulations were performed for the summer and winter
seasons to estimate the occurrence of relatively high and low radiological effects near the
JRTR. A higher dose was estimated in winter than in summer owing to meteorological
conditions, such as humidity, precipitation, and wind patterns. However, even if we
assumed that the maximum calculated dose in winter or summer was sustained for one
year, the expected annual dose for densely populated areas would be below the annual
limit for the public. Consequently, even in the event of a severe nuclear accident in the
JRTR, the radiological risks for people residing in nearby cities are considerably low.

To ensure safe operation and maintenance of nuclear facilities, safety regulations and
standards should be established and enforced. Furthermore, effective emergency response
plans must be organized to provide technical assistance for the safe operation of nuclear
facilities. By implementing these measures, the potential risks of nuclear accidents can be
minimized, thereby promoting the overall safety and well-being of the general public.
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Abstract: In cases of accidental or deliberate incidents involving a harmful agent in urban areas, a
detailed modelling approach is required to include the building shapes and spatial locations. Simul-
taneously, when applied to crisis management, a simulation tool must meet strict time constraints.
This work presents a Lagrangian particle model (LPM) for computing atmospheric dispersion. The
model is implemented in the nuclear decision support system ESTE CBRN, a software tool developed
to calculate the atmospheric dispersion of airborne hazardous materials and radiological impacts
in the built-up area. The implemented LPM is based on Thomson’s solution for the nonstationary,
three-dimensional Langevin equation model for turbulent diffusion. The simulation results are
successfully analyzed by testing compatibility with Briggs sigma functions in the case of continuous
release. The implemented LPM is compared with the Joint Urban 2003 Street Canyon Experiment for
instantaneous puff releases. We compare the maximum concentrations and peak times measured
during two intensive operational periods. The modeled peak times are mostly 10–20% smaller than
the measured. Except for a few detector locations, the maximum concentrations are reproduced con-
sistently. In the end, we demonstrate via calculation on single computers utilizing general-purpose
computing on graphics processing units (GPGPU) that the implementation is well suited for an actual
emergency response since the computational times (including dispersion and dose calculation) for an
acceptable level of result accuracy are similar to the modeled event duration itself.

Keywords: Lagrangian particle model; urban modelling; CBRN events; emergency response; Joint
Urban 2003 Experiment

1. Introduction

A crisis management mission is a quick, confident and complex response to harmful
events. One such mission is the application of adequate mitigating measures. This goal
is achievable if the decision making is based on a detailed understanding of the current
situation. Therefore, modelling tools are very helpful in these situations.

The ESTE CBRN software tool is a nuclear decision support system designed to model
the radiological impacts of a radiological or nuclear event in urban areas. The software aims
to identify and calculate the corresponding wind field; specifically, this software is used
to perform atmospheric dispersion and radiological impact calculations. In the original
approach, the atmospheric modelling in ESTE CBRN was based on Gaussian modelling
in combination with a puff trajectory model. This approach is also applied in several
other fast-response systems, e.g., in SCIPUFF (the Second Order Closure Integrated Puff
model) [1]. The Gaussian approach has short simulation times and low requirements for
implementation in urban area because it models the urban environment only partially
and does not include 3-dimensional models of buildings. In ESTE CBRN, the Gaussian
formulation of urban atmospheric dispersion is expressed by urban sigma functions [2,3].

Dispersion modelling characterized as 3-dimensional is achievable using the Eulerian
or Lagrangian approach. Using one of these approaches, with the building locations
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and their shapes, the calculation can be performed in detail when required. An existing
limitation is the amount of computational resources available and the requirement on the
calculation duration.

In addition to the Gaussian model of the ESTE system, a 3D approach for the disper-
sion modelling in ESTE was implemented using a Eulerian model [4]. This 3D model of
the ESTE system was validated in the UDINEE project (Urban Dispersion International
Evaluation Exercise, [5,6]) against the Joint Urban Experiment JU2003 performed in Okla-
homa City (USA). In that project, we compared the urban wind field computational model
and the Eulerian approach implemented in ESTE with measured meteorological data and
concentrations of SF6 [4]. The compliance of the modeled and measured data was moderate.
Many variables compared, such as puff arrival time, are generally well reproduced and
fulfil the urban modelling criteria. However, the calculation duration using the Eulerian
approach did not comply with emergency requirements. This disadvantage motivated us
to replace the Eulerian model with the Lagrangian dispersion model in the ESTE CBRN to
satisfy the requirements to perform a 3D calculation approach for emergency purposes.

The Lagrangian particle model implemented is based on Thomson’s simplest solution
for the nonstationary, three-dimensional Langevin equation model [7]. This approach
(and similar models) is applied in other software systems, such as QUIC-PLUME [8],
UrbanLS [9,10] and P-SPRAY [11].

In the present work, we focus on validating the LPM as a proper atmospheric model
tool in an urban environment. The validation is performed mainly on the JU2003 experi-
mental data, where we show that the LPM implemented in ESTE CBRN is appropriate for
urban dispersion modelling.

The ESTE CBRN system is not only an atmospheric transport modelling system; it
is also a system for radiological consequence calculations, with the impact calculation
assuming all exposure pathways. The calculation of external effective doses due to ground
shine and cloud shine are performed on the same 3D computational domain of the modeled
urban area on which the corresponding atmospheric transport calculation is performed.
This method of implementation enables us to take into account 3D modelling of buildings
in three phases (calculation of wind field, calculation of dispersion and calculation of
external exposure). Three-dimensional modelling of buildings is the key for including their
shielding effects in the calculation of external exposure.

The ESTE CBRN system models several types of CBRN events, but it focuses on the
modelling of the radiological dispersal device (RDD). Events with the RDD represent a
special type of radiological event. The database of RDD events implemented in ESTE
CBRN consists of (i) a model for a classical radiological dispersal device (CRDD), (ii) a
model for an improvised burned-up nuclear fuel dispersion device (INFDD), (iii) a model
for a mortar dispersing pulverized chemical compounds of radioactive nuclides, and (iv) a
model for an improvised nuclear device (IND).

In this study, we focus on the creation of complex system for emergency response.
Such systems must fulfill strict computational time constraints (results could be available
in, for example, 15–20 min), and acceptable accuracy of results. One option to achieve these
goals is the application of large computer clusters, which provide the capability for fast
computing and the capability to cover large geographical areas [12]. Another option is to
utilize the technology of GPGPU, which offers a massive parallel computing approach.
We show that a Lagrangian particle dispersion model coupled with a radiological impact
calculation, both implemented using GPGPU technology, is a time-efficient method to
perform accurate and short-duration calculations.

In the present study, we do not analyze the calculation of the urban wind field. Some
original approaches are designed to run fast [13], a compromise between computational
accuracy and a real-time approach. Another approach represents the direct application of
CFD (Computational Fluid Dynamics) techniques. In the case of ESTE CBRN, the urban
wind field is calculated through a CFD model using Reynolds-averaged Navier–Stokes
(RANS). The CFD approaches are more accurate but also more time-consuming. Here, one
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option is an application of supercomputing resources. Another option is to have a well-
designed set of pre-calculated wind fields for a particular urban area prepared in advance.
The application of pre-calculated wind fields was realized for the Operational Canadian Ur-
ban Dispersion Modelling (CUDM) System, in the case of the principal Canadian towns [14].
A pre-calculated database of wind fields is also applied in the ESTE CBRN.

The structure of the present work is as follows: In Section 2 (Modelling Approach), we
describe the applied Lagrangian particle models together with a short description of the
wind field calculation applied. Furthermore, we describe the radiological model for the
calculation of the basic radiological parameters caused by the relevant exposure pathways.
In Section 3, we present the validation tests of the LPM implemented in ESTE CBRN. The
first test is a simple comparison against empirical formulas of Briggs sigma functions;
the second test is a comparison against the JU2003. In this section, we also analyze the
application of the whole calculation model, including the Lagrangian particle model and
radiological impact model, as a system running on GPU as a real-time running system for
emergency response. Finally, in Section 4 we provide a summary.

2. Modelling Approach
2.1. Modelling of Dispersion in Urban Atmosphere

Lagrangian particle models describe transport and dispersion by modelling particle
motion inside a wind field composed of two components, a mean wind and a turbulent
wind. The new positions of the particles (in general noted as

→
x ) are given by the following

equations:
x(t + ∆t) = x(t) + u ∆t = x(t) + U ∆t + u f ∆t, (1)

y(t + ∆t) = y(t) + v ∆t = y(t) + V ∆t + v f ∆t, (2)

z(t + ∆t) = z(t) + w ∆t = z(t) + W ∆t + w f ∆t. (3)

where ∆t is the time step; u, v and w (in general noted as
→
u ) are components of Lagrangian

velocity; U, V and W (in general noted as
→
U) are components of the mean (Eulerian) wind

field; and uf, vf and wf (in general noted as
→
u f ) are the fluctuating components of Lagrangian

velocity. The fluctuating velocity component follows Thomson’s equations [15]:

du f = a1

(→
x ,
→
u , t

)
dt + b1j

(→
x ,
→
u , t

)
dWj , (4)

dv f = a2

(→
x ,
→
u , t

)
dt + b2j

(→
x ,
→
u , t

)
dWj , (5)

dw f = a3

(→
x ,
→
u , t

)
dt + b3j

(→
x ,
→
u , t

)
dWj . (6)

where dWj(t) is an incremental of the Wiener process; ai is the i-component of the determin-
istic term; and bij are the stochastic coefficients. In the equations we assume summation
over j, from 1 to 3.

The implemented LPM is based on Thomson’s simplest solution, which represents a
simplification of Thomson’s solution for the nonstationary, three-dimensional Langevin
equation model for turbulent diffusion. In the case of rotating the coordinate system into
the direction of the mean wind field, the fluctuating velocity components have the forms
(here, assume rotation into the x direction; thus, Vr = Wr = 0, where the subscript r means
variable in the rotated system) [7]:

dur f =
[
−C0ε

2 (λ11(ur −Ur) + λ13wr) +
∂Ur
∂z wr +

1
2

∂τ13
∂z

]
dt ,

+
[

∂τ11
∂z [λ11(ur −Ur) + λ13wr] +

∂τ13
∂z [λ13(ur −Ur) + λ33wr]

]
wr
2 dt + (C0ε)

1
2 dW1(t)

(7)
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dvr f =

[
−C0ε

2
(λ22vr) +

∂τ22

∂z
(λ22vr)

wr

2

]
dt + (C0ε)

1
2 dW2(t), (8)

dwr f =
[
−C0ε

2 (λ13(ur −Ur) + λ33wr) +
1
2

∂τ33
∂z

]
dt

+
[

∂τ13
∂z [λ11(ur −Ur) + λ13wr] +

∂τ33
∂z [λ13(ur −Ur) + λ33wr]

]
wr
2 dt + (C0ε)

1
2 dW3(t) .

(9)

where C0 is the universal constant for the Lagrangian structure function. While sources
refer to various ranges for this constant, we applied the value 5.6 [7]. ε is the mean rate of
turbulence kinetic energy dissipation. dWj are uncorrelated, normally distributed variables
with mean values of zero and standard deviations equal to 1. The components of the
inverse tensor λij are given by the following formulas:

λ11 =

(
τ11 −

τ2
13

τ33

)−1

, λ22 = τ−1
22 , λ33 =

(
τ33 −

τ2
13

τ11

)−1

, λ13 =

(
τ13 −

τ11τ33

τ13

)−1
. (10)

where τij are the components of the Reynolds stress tensor, which are defined using the
variances of the velocity τ11 = σu

2, τ22 = σv
2, τ33 = σw

2 and the Reynolds shear stress
τ13 = τuw.

In our approach, the mean field,
→
U, the Reynolds stress tensor, τij, and kinetic en-

ergy dissipation, ε, are calculated numerically as a solution of the Reynolds-averaged
Navier–Stokes (RANS) equations of buoyant and incompressible fluid with the Boussinesq
hypothesis. For not assuming the temperature variances, the complete fluid equations were
reduced to the following form:

∂Ui
∂t

+ Uj
∂

∂xj
(Ui) =

∂

∂xj

(
ν

∂Ui
∂xj

)
− 1

ρ

∂p
∂xi

+ gi +
∂

∂xj
τij, (11)

∂Ui
∂xi

= 0, (12)

τij = νt

(
∂Ui
∂xj

+
∂Uj

∂xi

)
− 2

3

(
k + νt

∂U
∂xi

)
δij. (13)

where ν is the kinematic viscosity; νt is the turbulent kinematic viscosity; ρ is the density;
δij is the Kronecker delta symbol; and k is the turbulent kinetic energy. Our approach
focuses on the steady-state solution. Thus the time derivate term in Equation (11) is
omitted. Equations (11)–(13) are solved using the approach of the SIMPLE algorithm (Semi-
Implicit Method for Pressure-Linked Equations, [16]). The turbulence closure considered is
the standard k–ε turbulence model. The calculation is performed using the OpenFOAM
framework (available at URL https://www.openfoam.com/ (accessed on 23 June 2023)).
The description of the boundary conditions depends on the known wind speed, friction
velocity and Obukhov length, which are determined from the measured meteorological
conditions [4].

The locally determined Reynolds tensor from (11)–(13) is regularized by transforming
the Reynolds tensor into the coordinate system in which the main direction is defined by
the mean wind field, and then by fitting it to the following form:

τ11 = σ2
u = k1u2

∗, τ22 = σ2
v = k1u2

∗, τ33 = σ2
w = k3u2

∗. (14)

where we assume k1 = 4, k3 = 1.32 = 1.7. This setting is well defined for a neutral condition [3]
and applicable for stable and unstable conditions as an acceptable approximation. A similar
parametrization is applied in [8].
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In a real situation, we are faced with various types of events leading to various
properties of airborne particles. A basic characteristic of a dispersed particle is that its size
has a significant impact on the particle’s motion in the turbulent wind field. Three categories
of particles are assumed [3]:

(i) Particles with radii smaller than 5 µm and gases: Gravitational settling can be ne-
glected due to their small particle size; thus, the flow in the mean wind field and
the dispersion are dominant and considered in the calculation, while gravitational
settling is not.

(ii) Particles with radii between 5 µm and 80 µm: Gravitational settling is non-negligible;
thus, it is considered in the flow in the mean wind field and in the dispersion. Gravi-
tational settling is represented by the terminal velocity vt, given as (Stoke’s law):

vt = 2 r2g
ρpart

9ν
. (15)

(iii) Particles with radii greater than 80 µm: The main effect determining the vertical
motion is gravitational settling. The gravitational fall begins at zero velocity and is
described by the equation (Stoke’s law for a small sphere):

∆v =

(
Fd
m
− g
)

∆t =
(

9ν
vd

2ρpartr2 − g
)

∆t, (16)

where ∆v is the change in the vertical part of the velocity in time step, ∆t; r is the radius;
ρpart is the density of the particles; ν is the dynamic viscosity (equal to 0.000018); and vd is
the air flow relative to the particle.

Deposition on surfaces is also treated with respect to the particle size:

(i) Particles with radii smaller than 80 µm: Each particle has its settling velocity. For
particles larger than 5 µm, the settling velocity is approximated using their terminal
velocity. For particles smaller than 5 µm, the settling velocity is approximated with
a curve expressing the dependence between the particle radius and settling velocity
(according to [3]). When the bottom face of the particle’s cell is a ground surface,
the particle leaves one part of its activity on the surface. This part of the activity is
expressed using the settling velocity as:

∆A(t) = A(t)
(

1− exp
(
−vd ∆t

h

))
. (17)

where h is the height of the ground cell in which the particle is present. This approach is
also called the mass reduction approach (e.g., please see the description of the FLEXPART
model at URL https://www.flexpart.eu/ (accessed on 23 June 2023)). The vertical surfaces
are treated in the same way, although a certain level of probability that the particle does
not produce deposition on the walls is also assumed. This value is set to 85%, based on the
observational data reported in [17].

(ii) Particles with radii greater than 80 µm: When crossing a horizontal surface, the particle
is deposited totally because its contact with the surface is due to gravitational fall.
When crossing a vertical surface, it is reflected by a specified probability. Otherwise is
deposited totally. The probability of reflection is set to 85% (based on [17]).

2.2. Applied Computational Domain

In our study, with a focus on validation and analysis of applicability for emergency
responses, we performed calculations for several sites. For each site, we applied the
corresponding computational domain. All the calculation domains were prepared to
perform a realistic calculation of atmospheric transport for the given modeled locations.

The simplest location was the area of the multi-unit nuclear power plant (NPP) in Mo-
chovce, Slovakia. The location consists of several large buildings, including eight cooling
towers, four reactor buildings, and many smaller buildings. The calculation domain, al-
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ready applied in our study [18], has 377,474 cells and covers an area of
2.8 km × 1.4 km × 1 km. The horizontal dimensions of the cell are 20 m × 20 m. The
parameters of the computational models are listed in Table 1.

Table 1. Basic parameters of the applied computational domains.

Parameter NPP Mochovce Košice Oklahoma City

Discretization 70 × 140 × 39 185 × 242 × 39 275 × 330 × 46

Total number of cells 377,474 1,684,925 4,029,620

Horizontal resolution 20 m × 20 m 7 m × 7 m 5 m × 5 m

Maximum height above ground [m] 1000 m 189 m 194 m

Height resolution [m] 4.0 to 50 m 1.5 to 12 m 1.0 to 16 m

The largest model is represented by the calculation model of downtown Oklahoma
City (OK, USA). It has 4,029,620 cells and covers an area of 1.4 km × 1.65 km × 194 m. The
horizontal dimensions of the cell are 5 m × 5 m. The height of the cells varied between
1 m (for the layer near the terrain) and 16 m for the uppermost layer. This computational
model, applied already in our previous study [4] within the UDINEE project, reflects the
urban situation in 2003, since its main purpose is to provide a comparison with JU2003.

The third location studied is the historical center of Kosice, Slovakia. It is an urban
area with a large number of middle-sized buildings and many streets. The computational
domain was created using the OSM Buildings data. The domain contains 1,684,925 cells
(with a cell size of 7 m) and covers an area of 1.3 km × 1.7 km × 189 m. Its parameters
are summarized in Table 1. The actual location of the modeled area is shown in Figure 1,
and the prepared computational domain is shown in Figure 2. In the study, the modeled
historical center of Kosice was used to test the applied dosimetric algorithms.

Figure 1. Views of the city center of Kosice. (a) A closer view directly on the modeled area; (b) A
distant view with a visualized domain area (in blue).

A special calculation domain was prepared for the comparison to Briggs sigma func-
tions. Its resolution is 20 m in the horizontal direction and 5 m in vertical resolution. The
domain size was 5000 m × 1000 m × 500 m (=length × width × height). The domain does
not include any buildings.

2.3. Modelling of Urban Conditions Using Empirical Briggs Formulas

Modelling of atmospheric transport in an urban environment can also be performed
in a simplified approach when the real positions of the buildings are considered. In such
a case, the wind field is defined uniformly in the horizontal direction and with adequate
analytic formulas for vertical profiles (or with a measured vertical profile).
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Figure 2. The city center of Kosice as visualized in the orthogonal computational mesh, using [19].

In this simplified approach, we analyze our implemented LPM. We perform calcu-
lations for neutral and stable conditions. The wind fields and turbulent fields in the
computational domain at neutral and stable conditions are defined by equations [3]:

κz
u∗

∂u
∂z

= hm (18)

ε =
u3∗
κz

em, (19)

τ11 = 4u2
∗R

2
m, τ12 = τ23 = 0, τ13 = u2

∗R
2
m, τ22 = 4u2

∗R
2
m, τ33 = 1.69u2

∗R
2
m. (20)

where the constant κ = 0.4 is von Karman’s constant; u∗ is the friction velocity; z is the
height above the terrain; z0 is the surface roughness; and u is the wind at the height of
z. The component of the Reynolds stress tensor, R, under neutral conditions is expressed
as parametrized in [3]. Rm is equal to 1 in neutral conditions (neglecting the Coriolis
corrections for assuming small heights), and it is equal to (1 − z/zi) in stable conditions.
The parameter zi represents the inversion height. hm is equal to 1 in neutral conditions, and
it is equal to (1 + 5z/L) in stable conditions. em is equal to 1 in neutral conditions, and it is
equal to (1 + 4z/L) in stable conditions. L is the Monin-Obukhov length.

The surface roughness represents a parameter with which we can model the presence
of buildings very generally, although it is not really in the model. We vary the surface
roughness between 0.07 (corresponding to a locality with an almost flat terrain) and 1.0
(corresponding to an area with buildings).

In such a setting, we model a continuous release in a specific height above the ground.
The atmospheric transport modeled through LPM under the described simplified urban
and rural conditions has to be consistent with the Briggs plume sigma functions for urban
and rural conditions [2]. These functions represent widely accepted plume behavior. They
express the functional dependencies of standard deviations of concentration on the distance
from the release point in vertical and lateral directions, as summarized in Table 2.

2.4. JU2003 Experiment

The primary comparison of the implemented LPM was performed using the experi-
mental data from Joint Urban 2003, conducted July 2003 in Oklahoma City, USA e.g., [20,21].
The experiment consisted of ten Intensive Observation Periods (IOPs) during which SF6
was released as a tracer gas and its concentration was measured at various locations in
downtown Oklahoma City.
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Table 2. The dependence on the downwind distance of the Briggs sigma functions for various stability
categories and environmental conditions (rural, urban).

Pasquill
Stability Urban σy (m) Urban σz (m) Rural σy (m) Rural σz (m)

A (unstable) 0.32 × (1 + 0.0004x)−0.5 0.24 × (1 + 0.001x)−0.5 0.22 × (1 + 0.0001x)−0.5 0.20x

D (neutral) 0.16 × (1 + 0.0004x)−0.5 0.14 × (1 + 0.0003x)−0.5 0.08 × (1 + 0.0001x)−0.5 0.06 × (1 + 0.0015x)−0.5

F (stable) 0.11 × (1 + 0.0004x)−0.5 0.08 × (1 + 0.00015x)−0.5 0.04 × (1 + 0.0001x)−0.5 0.016 × (1 + 0.0003x)−1

Our validation study analyzed the instantaneous puff releases of IOP 3 and IOP 5.
The basic input data is taken from [20], including the release setup, meteorological data
and tracer measurements. The puff releases of IOP 3 were performed through balloon
bursting, with the corresponding SF6 mass of 1000 g at the height of 2 m above the ground.
The focus of our study was the first three puff releases, which started at 9:00, 9:20 and
9:40, respectively (all times are in CDT, central time zone). The puff releases of IOP 5 were
conducted the same way, but the applied release masses were 500 g. The corresponding
start times were 15:00, 15:20 and 15:40, respectively. Both IOPs were situated at the same
location, near the Botanical Gardens (see Figure 3).

Figure 3. Downtown Oklahoma City. Displayed are the locations of the TGA tracers for IOP 3 and
the release points (yellow circles).

The tracer measurement data included locations of samplers and their maximum re-
ported concentrations (in pptv, parts per trillion volume). The instantaneous concentrations
were measured using Trace Gas Analyzers (TGAs) with a frequency of 2 Hz. The upper
measurement range varied between 11,000 pptv and 23,000 pptv. The lower limit was about
150 pptv (MLOD).

The meteorological data used in our study were also taken from [20], where the 15-min
averages of sodar winds at 100-m AGL are provided. The meteorological measurements
were used to define the boundary conditions based on [3,22]. The wind and turbulence
fields for the computational domain of Oklahoma City were calculated by applying com-
putational fluid dynamics techniques. Specifically, the wind fields resulted as solutions of
the Reynolds-averaged Navier–Stokes equations for buoyant, incompressible fluid using
the Boussinesq approximation [4]. The turbulence is governed by the standard k–εmodel.

200



Atmosphere 2023, 14, 1077

This approach to the urban wind field calculation was applied in our earlier analysis
of JU2003 [4]. There, we showed that our method of wind field calculation was applicable.
The ratio of the modeled to the measured value of the wind speed measurements inside
the downtown area was close to unity, and the count of this ratio, being between 0.5 and
2.0 (expressed as the variable factor of 2, FAC2), was equal to 80%. The turbulent kinetic
energy was generally underestimated by 30–40%.

2.5. Modelling of Radiological Effects

A set of radiological parameters is modeled and calculated. The most important for
radiological impacts are effective doses from external exposure and committed effective
doses from inhalation. The radiation exposure occurs: (i) during the initial phase and
passage of the cloud and (ii) after the passage of the cloud. The first group of radiologi-
cal parameters include external irradiation from the cloud, external irradiation from the
deposited material and internal irradiation via inhalation of airborne radioactive particles
and gases. After the passage of the cloud, external exposure from deposited radionuclides
on the ground and walls and internal exposure from inhalation of resuspended radioactive
material are considered.

The dose rate DRinhal of the committed effective dose by inhalation is calculated for a
considered radionuclide n as:

DRinhal (n, age, x, t) = Ct(n,x) CFinhal (age,n) BR(age). (21)

where Ct(n,x) is the short-time average concentration at the point of interest x in time
t. BR is the breathing rate, depending on age. CFinhal is the conversion factor for the
committed effective dose due to inhalation, depending on age and nuclide. The integral
dose is calculated by using the corresponding time-integrated concentration. In a numerical
approach, the concentration in a given location is equal to the concentration value in the
corresponding computational cell.

The dose rate DRdepo of the external dose by fallout is calculated for a considered
radionuclide n as:

DRdepo (n,x,t) = Σdomain,y Dt (n,y) CFdepo(n,x,y) SF(x,y). (22)

where Dt(n,x) is the deposition value (in Bq/m2) at time t and location x. The calculation
represents the summation over all the terrain and building surfaces of the calculation
domain. The CFdepo(n,x,y) is the external dose conversion factor for deposition (external
dose at point x from the surface at point y). The SF(x,y) is the shielding factor, representing
the shielding effect of the buildings. In our approach, it is equal either to 1, if there is
no obstacle (e.g., a building), or to 0, if there is at least one obstacle along a straight line
between point x and the surface of point y. The corresponding integral dose is calculated
by the summation Σt ∆t DRdepo(n,x,t), where we sum the corresponding time interval.

To calculate deposition doses on the calculation domain, the surface deposition Dt(n,x)
in the given location equals the surface activity value on the corresponding computational
surface tile (=ground or building). The shielding factor SF(x,y) is calculated by applying
the Muller-Trumbore intersection algorithm [23]. This algorithm is applied in order to
reduce computational time. The calculation considers each pair of tile centers where one
center is the source and the other is the receiver, with each building surface tile used as a
tested shielding object. The CFdepo(n,x,y) is represented by a library of pre-calculated factors.
This factor is equal to the impact (=effective dose) caused by a tile of unit surface activity
located between 1 m and 2000 m from the point of interest. The library was prepared using
numerical simulations in MCNP 5 [24].

The dose rate DRcloud of the external dose by cloud shine is calculated for the consid-
ered radionuclide n as:

DRcloud (n,x,t) = Σdomain,y Ct(n,y) CFcloud(n,x,y) SF(x,y). (23)
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The CFcloud(n,x,y) is the cloud analogy to CFdepo(n,x,y). It is the conversion factor for
external exposure at point x caused by airborne activity at point y. Similar to CFdepo(n,x,y),
CFcloud(n,x,y) is represented by a library of pre-calculated factors. The calculation is per-
formed the same way for ground shine. The volume concentration Ct(n,y) in the given
location is equal to the cell concentration value. The calculation considers each cell center
the source, each bottom surface tile the impacted point and each building surface tile a
tested shielding object.

3. Results
3.1. Model Comparison to Briggs Formulas

The first test of our implementation was performed in a quasi-urban approach. The
surface was represented by a plain without a building. We applied the calculation do-
main with a flat terrain, described in Section 2.2. The turbulence and wind fields were
determined using analytic formulas for vertical profiles, defined by the Equations (18)–(20).
The modeled dispersion results were compared to the Briggs plume sigma functions for
urban and rural conditions [2]. To validate the implemented LPM, we focused on neutral
conditions and stable conditions. In the case of neutral conditions, we generated several
states of meteorological conditions. We modeled a continuous release at the height of 50 m
above ground. We generated a couple of meteorological conditions to show that the LPM
aligns with the Briggs sigma functions. In the case of neutral conditions, we analyzed two
cases for the wind speed: one moderate value of wind speed (2.4 m/s) and one higher
value (4.8 m/s). Three distinct values of surface roughness were assumed, 0.07, 0.3 and 1.0,
covering areas from flat terrain through small buildings and large buildings.

For the modeled plume, we evaluated the first and second moment (i.e., the mean
and variance) of the spatial distribution of the concentration in air as a function of the
distance from the release point separately in the horizontal lateral direction and in the
vertical direction. The resulting variance σ was compared to the Briggs formulas. They are
expressed in a general form of Ax(1 + Bx)c, where c is either −0.5 or −1, depending on the
weather conditions (see Table 2). The analysis is focused on parameter A, which primarily
determines the behavior at small and medium distances.

For surface roughness 1.0 at neutral conditions, we obtained A of about 0.15 in the
lateral direction, which is close to the value of 0.16 for the urban σy. In the vertical direction,
the interpolated value of A is about 0.11, which is again close to the urban Briggs σz value
of 0.14. For the surface roughness of 0.07 at a neutral condition, we obtained A of about
0.063 in the lateral direction and 0.042 in the vertical direction. These values are consistent
with the coefficients for rural conditions, which are 0.08 and 0.06 (in lateral and vertical
directions, respectively). In all cases, the results show low dependence on wind speed. The
order of magnitude of interpolated values of parameter B is comparable with the Briggs
formula. Interpolated B is satisfactorily small. A more accurate determination of B is
beyond the range of our analysis. An overview of the meteorological conditions considered
and the resulting interpolated coefficients are listed in Table 3.

The dependencies on the distances from the release point modeled by LPM and
predicted by the Briggs formulas are presented in Figure 4. The results of LPM implemented
in ESTE for high surface roughness reproduce the analytical dependencies for urban
conditions sufficiently. Similarly, the modeled results for low surface roughness reproduce
the analytical behavior in rural conditions. The case with an intermediate surface roughness
value represents the middle ground between the urban and rural conditions. As for neutral
conditions, we obtained a similar consistency between the Briggs sigma functions and the
modeled variance of stable conditions (see Table 3).

In Figure 4, we identify one interfering effect influencing dispersion in the vertical
direction. The release is situated at a height of 50 m. The performed analyses can be
relevant only to the distances where the plume reaches the ground or the upper boundary.
The plume reflects effectively by reaching such a surface. The calculated variance beyond
this distance does not represent the situation expressed by the analytical formulas. In the
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case of urban conditions, Briggs z-sigma is 25 m at the approximate distance of 150 m; at
this distance, the plume reaches the boundaries (2 × σz = 50 m). Therefore, the curve of
the modeled variance is more deviated from the analytical lines in the case of dispersion
in the vertical direction, and the modeled curve bends beyond the distance of about
200 m considerably. This is not the case with the horizontal dispersion because the test
computational domain is sufficiently wide to avoid reflecting in the y-direction. This allows
us to test the behavior of the plume up to a downwind distance of about 600–700 m.

Table 3. Input parameters for model comparison with Briggs sigma functions and the resulting
interpolated values of coefficients of Briggs sigma functions.

Case Pasquill
Stability

Wind Speed
[m/s]

Surface
Roughness

Monin–Obukhov
[m]

Friction
Velocity

Interpolated
Parameters

for y

Interpolated
Parameters

for z

1 D 2.4 1.0 - 0.4169 A = 0.147
B = 0.0005

A = 0.113
B = −0.0018

2 D 4.8 1.0 - 0.8338 A = 0.147
B = 0.0005

A = 0.116
B = −0.0019

3 D 2.4 0.3 - 0.2736 A = 0.097
B = 0.0001

A = 0.066
B = −0.0003

4 D 4.8 0.3 - 0.5472 A = 0.095
B = 0.0000

A = 0.064
B = −0.0001

5 D 2.4 0.07 - 0.1935 A = 0.063
B = −0.0006

A = 0.042
B = 0.0011

6 D 4.8 0.07 - 0.3870 A = 0.064
B = −0.0005

A = 0.041
B = 0.0011

7 F 1.9 1.0 610 0.32 A = 0.953
B = 0.0009

A = 0.067
B = −0.0013

8 F 1.9 0.07 610 0.15 A = 0.059
B = 0.0007

A = 0.032
B = −0.0001

Figure 4. Comparison of Briggs sigma functions for stability category of D, with modeled dispersion
by LPM at various levels of surface roughness. (a) Comparison of dispersion in lateral (y) direction;
and (b) Comparison of dispersion in vertical (z) direction.

3.2. Model Comparison to JU2003 Experiment

Our comparison to the JU2003 experiment consists of two steps. First, we deter-
mined the urban wind and turbulence fields for the given IOP. Second, we performed the
atmospheric transport calculations and finished with comparisons of modeled detector
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responses with the measured responses. We focused on the calculation of the maximum
values of the detectors and the times when the maximum concentrations were reached (i.e.,
the peak times).

We calculated the steady-state flow during the specific hours when the puff releases
occurred; specifically, we calculated the mean hour flow field from 9:00 to 10:00 h for
IOP 3 and the mean hour flow field from 15:00 to 16:00 h for IOP 5. The application of
the hourly mean field has the effect that our modeled tracer measurements reflect: the
mean maximum values over all three puff releases occurred in a specific hour. Similarly,
the modeled peak times are compared to the mean peak times. We omit the approach
to model each separate puff release because modelling each puff requires working with
more detailed meteorological data that is unavailable in our analyses. The puff movements
lasted about 5 min in the neighboring vicinity where the detectors were distributed. The
applied meteorological data [22] were 15-min averages. Instead of assuming negligible
fluctuations (such an assumption is potentially false) of the wind field within 15 min when
performing a direct comparison with separate puff releases, we assumed that three puff
releases could represent an ensemble to evaluate the mean behavior corresponding to
the hourly mean meteorological conditions. To support this approach, we emphasize
that the releases occurred close to the edges of buildings, dividing the puff transport into
different streets. Therefore, unmeasured small time-scale fluctuations could negatively
affect comparison on the level of separate puff releases.

We applied 30,000,000 particles in the validation. Such a high number was required to
gain the statistical resolution comparable with the lower measurement. The measurement
range was from 150 pptv to about 12,000 pptv. The achieved resolution of the concentration
calculation was on the level of 100–200 pptv.

The modeled values of maximum tracer responses are summarized in Table 4. To
help our analysis, we follow detectors’ positions compared to the modeled puff transport.
Figure 5 visualizes the time integral of concentration in air 2 m above the ground. Here,
the puff trajectory at this vertical level is called the approximate continuous region of the
highest time integrated concentration, starting at the release point, continuing along several
streets, and ending when leaving the domain. Naturally, the puff movement follows the
street canyons first and the mean wind field later when moving in the region without a
dominant built-up area. In all cases, we evaluated the uncertainty of the modeled values in
addition to the estimation of the statistical error. The uncertainty is based on the variation
of the calculated maximum concentration in the cell defined by the location of a detector
and its neighboring cells. This estimated variance (=uncertainty) is given in Table 4.

In the case of IOP 3, the closest tracers to the puff trajectory are measurements 0, 4,
6 and 7. The mean measured maximum values for 4, 6 and 7 are bounded only from the
bottom (outside the range of the TGA sampler), and the corresponding values modeled
by the LPM are also above the reported range of the TGA sampler. Measurement 0 is
sufficiently far from the release point, and here the mean maximum value is measured and
modeled consistently. Measurements 1 and 8 are slightly farther from the puff transport,
and we obtained underestimated values for them. Measurements 3 and 9 are far from the
modeled puff trajectory. The actual measurements provided oscillated maxima, which
suggest that they were on the edge of the real puff transport. They were once affected and
once not. The modeled values are comparable with those for some puffs, but the mean
values were again underestimated. Measurements 2 lies farther away, and the measured
and modeled values are at the level of 0 pptv.

In the case of IOP 5, the closest tracer to the release point is measurement 9, and
both modeled and measured maxima are correspondingly above the detection capabilities.
Measurements 2 and 8 are the farthest; they are located at the end of the highly built-up
area and in the direction of the mean wind from the release point. The modeled maximum
concentrations are consistent with the mean measured value. In the cases of measurements
6 and 7, the modeled maxima are close to the medium maximum value (the middle value
when ordered from the smallest to the largest), but far when compared to the mean value.
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Measurements 1 and 4 lie visibly far from the expected puff transport. Both are modeled as
having a negligible maximum concentration, which is the case for measurement 1 but not
for measurement 4. Measurement 2 is located farther away, and the measured and modeled
values are at the level of 0 pptv. Finally, measurement 0 has three almost stable maxima,
and the modeled value is underestimated by more than a factor of 2.

Table 4. Maximum measured TGA-sampled concentrations (pptv), taken from [21], compared to
modeled values.

IOP 5—TGA No.
Puff 1-

Concentration
[pptv]

Puff 2-
Concentration

[pptv]

Puff 3-
Concentration

[pptv]

Mean-
Concentration

[pptv]

Modeled-
Concentration

[pptv]

0 9890 5810 5800 7166 1060 +/− 100

1 - - 663 221 132 +/− 26

2 13,500 4570 1870 6646 5310 +/− 510

4 >25,300 4380 2250 ≈10,643 0 +/− 0

6 48 6710 >23,100 ≈9952 7440 +/− 26

7 0 8870 >24,500 ≈11,123 4320 +/− 1500

8 12,100 4290 2020 6137 10,300 +/− 800

9 9210 >12,100 >12,200 ≈>11,170 110,700 +/− 6400

IOP 3—TGA No.
Puff 1-

Concentration
[pptv]

Puff 2-
Concentration

[pptv]

Puff 3-
Concentration

[pptv]

Mean-
Concentration

[pptv]

Modeled-
Concentration

[pptv]

0 12,600 12,300 19,600 14,833 12,700 +/− 2100

1 3130 0 4180 2437 0 +/− 20

2 0 0 202 67 0 +/− 0

3 10,100 1710 12,500 8100 2920 +/− 100

4 >13,000 >12,800 >25,800 >12,800 45,700 +/− 5300

6 >11,900 21,600 >23,700 ≈21,600 35,900 +/− 200

7 >12,200 >12,100 >11,900 >11,900 390,000 +/− 98,000

8 4808 163 10,700 5224 530 +/− 0

9 0 329 11,700 4010 530 +/− 200

Figure 5. The modeled time integral of concentration [pptv.s] for IOP 3 (a) and for IOP 5 (b). The
release points (yellow star), the locations of the TGA tracers (red circles) and hourly mean wind
direction (green arrow) for both IOPs are displayed too.
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To summarize, for the close measurements, which lie along the puff movements, the
measured maxima are clearly above the detection range, and the modeled results were
also above said range. For the distant measurements in the direction of the mean wind,
the modeled maxima are mostly within a factor of 2. The measurements lying aside are
reproduced partially (i.e., in some cases, the measurements fluctuate, and these fluctuations
have no footprint in the modeled results). They could not be present because the wind field
calculation as a one-hour mean already removes them. An additional finding is that the
model has a small agreement in the case of cross streets, such as measurement 0 for IOP 5
(underestimated 7-fold) or measurement 3 for IOP 3 (underestimated 2.5-fold).

The second quantity we compared was the times when the maximum values of the
tracer concentration were reached, the so-called peak time. Here, we made some objective
data selections because not all measurements were fully applicable for the peak time
analyses because either the modeled or/and the measured peaks were present (such as
measurement 2 for IOP 3).

For IOP 3, we analyzed measurements 0, 1, 3, 4 and 6. In measurement 1, the modeled
cloud missed the measurement location, as mentioned above; thus, a comparison was not
done. For measurements 0 and 3, the ratio between the modeled and measured times is
0.8. For measurements 4 and 6, the time of the maximum value is estimated due to the
maximum value overreaching the limit of the detector. These estimated ratios between the
modeled and measured peak times range from 0.4 to 0.7.

The same comparison was performed for IOP 5. For measurements 0, 2 and 8, the
ratios between the modeled and measured times are 0.8, 1.1 and 1.0, respectively. All these
measurements lie close to the line of the wind direction. For measurements 6, 7 and 9,
the ratios of the modeled and measured peak times are 0.4, 0.7 and 0.6, respectively. As
specified above, these three measurements lie more or less aside, and the modeled peak
times are underestimated. These ratios were approximated because the time series had
missing values when the concentration was above the upper limit. Measurement 4 was not
analyzed because the modeled response was zero. In measurement 1, there were neither
measured nor modeled actual peak times.

In general, we see that the peak times were reproduced acceptably. When the peak
time is measured and determined, we obtain the ratio model vs. observation approximately
equal to 0.9; in other words, we underestimated the peak time by 10%. When the exact
position of the peak time is not determined through measurement (missing values in time
series), these ratios lie in the range of 0.4 to 0.7. If we included the shape of the time series,
the actual values would shift toward higher ratios (to 0.7). The model still reproduces the
observation within the factor of 2.

A similar comparison was performed in our earlier analysis [4] within the UDINEE
project. The meteorological fields were computed in said project using the same approach.
However, we used the Eulerian model for the dispersion calculation in [4]. Within the
UDINEE project, only the cases in which the peak time was measured and determined
were considered. The model vs. observation ratio of the peak time was equal to about 1.1
on average. It corresponds to the value of 0.9 modelled by LPM. Our presented results of
LPM are comparable to our earlier Eulerian dispersion analyses.

3.3. Computational Time Analysis

We also analyzed the feasibility of applying the developed model within a real-time
decision support system. This means that we focused on the conditions under which the
model is applicable to respond to a real situation. The analyzed model in this section
includes two parts: the above-validated Lagrangian particle model and the dosimetry
model for calculating the corresponding radiological impacts.

The dosimetry model for radiological impacts includes the calculation of three path-
ways, as defined in Section 2.5 (Modelling of Radiological Effects): (a) impacts due to
inhalation of airborne radioactive particles and gases, (b) impacts due to external exposure
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from deposited material (so-called ground shine), and (c) impacts due to external exposure
from airborne activity directly (so-called cloud shine).

In the case of an immediate release of a radioactive contaminant, the duration of the
event, including the atmospheric transport through the impacted urban area, is at the
level of minutes. Therefore, modelling the corresponding event as a part of an emergency
response must be on the same time scale. Consequently, we can require that the total
calculation time of an event, including the evaluation of radiological impacts, shall be
between several minutes and 30 min.

In order to test our complex calculation model, we prepared three locations of various
sizes, as described in Section 2.3 (Applied Computational Domains). Their parameters are
summarized in Table 1.

Both calculation models, LPM and radiological model, were implemented in C# using
parallel computing to run on a single multi-core processor (CPU) and graphic card (GPGPU).
The CPU calculations were performed on a computer with an Intel Core i7-1255U 12th
Gen processor, 1700MHz, and 32 GB of RAM. The GPGPU calculations were performed on
NVIDIA RTX A2000 12 GB.

In our analysis, we tested separately the time performance of the LPM and the radio-
logical model. In the case of the LPM, we determined the time required to evaluate 1 min
of atmospheric transport. We modeled an immediate release such that all particles were
released simultaneously at the start of modelling of the atmospheric dispersion. Only a
negligible part of the particles left the computational domain in the first few minutes. In the
comparisons, we present the average duration of a 1-min atmospheric transport. All test
calculations were done for the same defined time step, whose value was 0.05 s. This value
was below the Courant limit. This time step was also used to compare the computational
performance in the same conditions for all three domains. Thus, all results in 1 min after the
start of atmospheric transport correspond to 1200 steps. The resulting computational times
for the applied 3D models and various numbers of particles are summarized in Table 5.

Table 5. Time performance of implemented LPM for the applied urban models for 1-min atmospheric
transport. Results for CPU as well as GPGPU.

Oklahoma City City of Košice NPP Mochovce

Total cell number 4,029,620 1,684,925 377,474

Number of particles Time [min]
CPU/GPGPU

Time [min]
CPU/GPGPU

Time [min]
CPU/GPGPU

10,000 0.9/0.1 0.4/0.1 0.1/0.1

100,000 1.4/0.3 0.8/0.2 0.5/0.2

250,000 2.2/0.4 1.6/0.4 1.3/0.4

500,000 3.9/0.7 2.9/0.7 2.4/0.7

1,000,000 6.8/1.3 5.8/1.2 5.0/1.2

The performance of the implemented model was much better when it ran on GPU.
This outcome is evident because the computational performance of GPGPUs is much higher
than that of CPUs. The times for the GPGPU showed a very low dependence on the size
of the computational domain compared to the CPU. The almost linear dependence of
the computational times on the number of particles for GPGPU was observed for up to
30,000,000 particles. Modelling 1 min of atmospheric transport using 30,000,000 particles
lasted 34 min.

The results summarized in Table 5 must be compared with some requirements about
the accuracy of results. A compact urban area, such as a historical center, is typically
between 2 and 4 km2 (examples include the old town of Vienna or Prague or downtown
Oklahoma City), equal to a domain side length of 1.5 km to 2 km. Therefore, we can assume
the mean travel distance of the radioactive cloud is about 1000 m.
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We can utilize the urban Briggs sigma functions to estimate the size of the cloud in
such distances from the event location. The mean size (over category stability) of a cloud
could be approximated by the value of 2 × σ, which is about 340 m in the distance of
1000 m. If we further assume a mean cell volume of 200 m3 (=10 m × 10 m × 2 m), the
cloud covers approximately 400,000 cells. This means that there are about 50,000 cells in the
1-sigma inner region and 350,000 cells in the outer region. In the inner region, we have 2/3
of all particles; thus, if we assume about 500,000 particles, then there are 6–7 particles in
one cell, on average. Similarly, we would obtain a half particle per cell for the outer region.
Globally, the minimal requirement to see the puff (its volume) on the level of 90–95% in
the distance of 1000 m is to have at least one million particles. In such a case, the number
of particles per cell is about one particle. We have to remark that the air concentration
(similarly the deposition on terrain and other quantities) will decrease about 5 to 6 orders
of magnitude from their original values at the event point.

To visualize the estimated numbers of particles, we performed a calculation of the
deposited materials in our computational model of Oklahoma City. In the test case, we
assumed uniform small particles—all particles had the same activity and deposition velocity.
We studied the ground deposit after the passage of a radioactive cloud to observe the effect
of the number of particles applied. We applied three different numbers of particles, 105,
106 and 5 × 106. Computation of the 10-min dispersion of a radioactive cloud lasted 3 min,
12 min and 60 min, respectively. The example of differences in deposited patterns between
105 and 106 particles is visualized in Figure 6.

Figure 6. Example of deposit on terrain for the model of Oklahoma City. (a) The figure corresponds
to the run with 100,000 particles, and (b) the figure for 1,000,000 particles. The surfaces impacted by
deposition are displayed using the categorization of L1, L2, L3 and non-zero.

The maximum value (=Dmax) is in all three cases the same, fluctuating by 2–3%. The
area of the region with deposits above the level L1 (=10−3 × Dmax) changes by less than 1%
from 106 to 5 × 106, and by 10% from 105 to 106. The area of the region with deposits above
the level L2 (=10−4 × Dmax) changes by about 2% from 106 to 5 × 106, and by 16% from
105 to 106. Finally, the area of the region with deposits above the level L3 (=10−5 × Dmax)
changes by about 7% from 106 to 5 × 106, and by 24% from 105 to 106.

Applying about 1,000,000 particles reduces the statistical error of the main parameters
that were modeled by 1–2%. The results were obtained within the approximate time
of 10 min. The conclusion is that the implemented LPM is generally applicable in an
emergency response in which results are required in short time periods.

The second part of the simulation is the radiological impact calculation. In the case of
the computational domain of Kosice, we evaluated the three primary effects of the dose
on the affected population. We tested two possible computing configurations (CPU and
GPGPU), the same as for the dispersion analyses described above.

The radiological impact calculation has a different scale dependence than the disper-
sion calculation. In the radiological impact calculation, the computational time depends
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only on the number of cells (mainly in horizontal directions) or the number of cell surfaces;
in other words, the computational time depends on the domain characteristics and not
on the number particles. In our implemented computational approach for cloud shine
(the ground shine and inhalation doses do not require such a technique), we work with
an approximation in which the cells are grouped into larger supercells forming from one
central cell and neighbors or even next-to-neighbors. These various levels of grouping
are performed when the cells are beyond specified distances from the impacted point to
minimize the approximation error. Therefore, the larger computational domain of Okla-
homa City has approximately two times longer performance times for radiological impacts.
We always consider buildings’ shielding effect, as described in Section 2.2 (Modelling of
Radiological Effects).

The resulting performance is summarized in Table 6. For both configurations, we
obtained a similar result. The whole calculation lasted less than 30 s. The radiological
impacts are relevant only in a few time intervals after the event (e.g., 1 min, 3 min and 5 min
and 10 min after the event). Therefore, the computational time for radiological impacts
is low: 2 or 3 min in total. We can conclude analogously that the radiological impact
calculation for dispersion is performed in real-time.

Table 6. Time performance in seconds of radiological impact calculations for the model of Košice.

GPGPU
Time [s]

CPU
Time [s]

Inhalation <1 <1

Groundshine 3 4

Cloudshine 11 13

4. Conclusions and Summary

In this study, we implemented a Lagrangian particle model in the nuclear decision
support system ESTE CBRN. The LPM is based on Thomson’s solution to the nonstationary,
three-dimensional Langevin equation model for turbulent diffusion [7].

The validation was performed in two experimental environments. First, we modeled
the cloud dispersion resulting from a continuous release, which is well described by Briggs
sigma functions. In this comparison, a quasi-urban test field was modeled because the
effect of buildings was included only implicitly in the vertical wind profiles. These wind
profiles define the wind and turbulence fields in the entire computational domain without
the actual buildings. Thus, this approach is more of a consistency test than a real validation.
In this test case, we showed that the Briggs sigma functions are reproduced through LPM
calculation satisfactorily. That means that the vertical wind profiles with high surface
roughness corresponding to the presence of large buildings lead to a plume behavior
similar to the urban Briggs sigma functions. Analogously, the profiles with low surface
roughness lead to downwind dependence similar to that shown by Briggs sigma functions
for rural conditions.

The implemented LPM was compared to the Joint Urban 2003 Street Canyon Ex-
periment for instantaneous puff releases. This comparison setup represents an objective
validation approach. We calculated the hourly mean wind fields for two IOPs, and we per-
formed a comparison of the modeled atmospheric dispersion to mean behavior over three
realized releases during the specific hour. We compared the maximum concentrations and
peak times measured during two intensive operational periods of the JU2003 Experiment,
IOP 3 and IOP 5. The modeled peak times are mostly 10 to 20% smaller than the measured
ones. The maximum concentrations are reproduced moderately. The best modeled results
were obtained when the measurements were laid in the approximate path of the puffs.
Less accurate results were at locations farther from the main puff transport area, which
are generally difficult places for modelling. These values were usually underestimated by
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more than a factor of 2. Thus, under the conditions we applied in the presented comparison
to JU2003, the results are in moderate and adequate agreement.

The main concern of the work was to build a system potentially applicable for crisis
situations to perform urban atmospheric transport calculations and radiological impact
calculations within strict time requirements. These requirements assume that the whole
calculation will be performed with a speed similar to the time scale of real events. Therefore,
the urban model created is based on a parallel computation technique whereby particles
are modeled simultaneously. The whole system is created as an application running on
GPU technology.

In the final comparison, we prepared several computational 3D models of urban areas.
We studied the computational times of the atmospheric dispersion calculation and the
radiological parameter calculations. The focus is on the calculation on a GPU, which enables
the calculation to be performed using a single computer. We show that the computational
time is at the level of minutes, which copes with the need for crisis management. At the
same time, a sufficient number of particles is applied to obtain acceptably accurate results.
In our implementation, with about 1,000,000 or more modeled particles applied, the errors
of resulting parameters are at several per cent.

Similarly, we show that the radiological parameters can be calculated quickly, which
again fully complies with the needs of crisis management. The most time-demanding part
is the calculation of effective dose from airborne activity, which is defined computationally
as the sum of contributions from domain cells, including the shielding effect of the building
walls. We show that contributions of all exposure pathways can be calculated in tens of
seconds. Overall, we demonstrated that the whole computation of atmospheric dispersion
and radiological impacts on the urban environment can be performed using a powerful
computer in a time scale equal to the time scale of the real event.
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