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Abstract

If X is the set of compact or p—Schatten operators over a complex Hilbert
separable space H, we study the existence and characterization properties of
Hermitian A € X such that

[A[[l < [l]A+ DJ|], for all D € D(X)
or equivalently

1Al = jmin [[lA + D[ = dist (4, D(2)).

where D(X) is the subspace of diagonal operators of X’ in any prefixed basis
of H and ||| - ||| is the usual operator norm in each X. We use Birkhoff-
James orthogonality as a tool to characterize and develop properties of these
operators in each context. We also provide several illustrative examples.
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1. Introduction

The notion of orthogonality on an inner product space has been general-
ized to any normed space over K € {R, C} in several ways. One of the most
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studied is the so-called Birkhoff-James orthogonality [11, 22]: for z,y € X it
is said that z is Birkhoff-James orthogonal (B-J) to y, denoted by = Lpg; v,
if and only if

]l < [l +~yll (1.1)

for all v € K. If A is an inner product space, then B-J orthogonality is
equivalent to the usual orthogonality given by the inner product. It is also
easy to see that B-J orthogonality is nondegenerate, is homogeneous, but it
is neither symmetric nor additive. There are several works dedicated to the
study of this type of orthogonality, we cite for example [11, 22, 23, 10, 9, 2,
25, 8, 32, 31, 35, 36] in chronological order.

In a similar way, for every closed subspace B C X and z € X we say x is
Birkhoff-James orthogonal to B (noted by x_L g ;B) if

||| < ||z + b]|, for all b€ B,

that is ||z| = dist(z, B). This x is also called a minimal vector and observe
that
xlpsB < xlpy;bforallbeB. (1.2)

Problems related with existence, unicity and characterization of minimal
vectors in normed spaces were extensively studied in [3, 4, 5, 17, 20, 21].
Relative to the existence problem, if we consider B € A von Neumann al-
gebras and a € A, a = a*, there always exists an element by in B such
that |la+ byl < |la+b||, for all b € B (see [17]). The element a + by is
minimal in the class [a] of the quotient space A/B. However, in the case
of A = K(H), the C*-algebra of compact operators over a complex Hilbert
space H (which is not a von Neumann algebra), and B = D(K(H)) C K(H),
the C*—subalgebra of diagonal operators respect some prefixed basis, there
is not always exist a minimal Hermitian compact operator in each class on
(Z] = {Z + D : suchthat D € D(K(H))}. In [13] and [15] we exhibit
examples of this fact. The existence of a best approximant for a compact
Hermitian operator C' is guaranteed for example when H is finite dimensional
or C has finite rank [3].

We study in this paper the problem to find and characterize minimal
Hermitian vectors in X', where X" can be the space of bounded linear, compact
or p—Schatten operators, with 1 < p < oo, over H. With this purpose, we
use B-J orthogonality as a tool to characterize minimal Hermitian operators.
In all cases, B = D(X), that is the subspace of diagonal operators of X in



any prefixed basis of X'. If a Hermitian operator A € X is minimal, that is
HA[ll < [I|A + DIl| for all D € D(X)

and ||| - ||| is the usual operator norm in each X, then Diag(A) is the diagonal
operator which minimizes the norm of A — Diag(A), or equivalently

[ A][] = dist(A, D(A)).

The problem about minimal operators is related with the study of minimal
length curves of the orbit manifold of a Hermitian compact operator T" by a
particular unitary group, that is

Or = {uTu" : u is bounded, linear, unitary and u — 1 € X'}.

The existence of a (not necessarily unique) minimal element A allows the
description of minimal length curves of the manifold O with initial velocity
x = 1Ab — biA by the parametrization

v(t) = e b et e [—1,1].

For a deeper discussion of this topic we refer the reader to [17, 3, 15].

We briefly describe the contents of this paper. Section 2 contains basic
definitions, notation and some preliminary results. In section 3, we introduce
the concept of minimality for bounded linear operators acting on H and we
develop some general properties. In section 4, we present the concept of
minimal operators in p—Schatten ideals for 1 < p < oo and we relate it with
Birkhoff-James orthogonality. In section 5 we focus on characterize minimal
compact and trace class operators using Gateaux ¢—derivatives. In the last
section, we present and describe some particular results and cases for the
minimality of compact Hermitian operators in the spectral norm.

2. Preliminaries

Let (H,(,)) be a separable Hilbert space. As usual, B(H), U(H) and
IC(H) denote the sets of bounded, unitary and compact operators on H. We
denote with ||| the usual operator norm in B(#). The symbol I stands for
the identity operator on B(H).

If an orthonormal basis {e;};°, of H is fixed we can consider matricial
representations of each A € B(H). More precisely, we regard an operator
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A € B(H) as an infinite matrix defined for each i,j € N as A;; = (Ae;, e;).
In this sense, ith-row of A and the jth-column are the vectors in ¢2 given by
and f](A) = (Aila AZ‘Q, ) and Cj(A) = (Alj, Agj, ) s respectively.

If A is any subspace of B(H), we denote with D(.A) the set of diagonal
operators with respect to the prefixed basis of H, that is

DA) ={AecA: (Ae;,e;) =0, foralli=j}.

We define the operator Diag : B(H) — D(B(#)), which essentially takes the
main diagonal of an operator A (i.e the elements of the form (Ae;, e;),.) and
builds a diagonal operator in the prefixed basis of H. For a given sequence
{d,}nen we denote with Diag((d,)nen) the diagonal (infinite) matrix with
(dp)nen in its diagonal and 0 elsewhere.

Given a subspace S of ‘H, we denote as Ps the orthogonal projection onto
S. For every subset A C B(H), we use the superscript * to note the subset of
Hermitian elements of \A. A Hermitian element A € B(#H) is called positive
if (Az,z) > 0 for all x € H and it is denoted by A > 0. For an operator
A € B(H) we use ker(A) to denote the kernel of A and it can be defined the
modulus of A as |A] = (A*A)z.

For every compact operator A € IC(H), let s1(A), s2(A), - - - be the singu-
lar values of A, i.e. the eigenvalues of |A| in decreasing order (s;(A) = \;(|A]),
for each ¢ € N) and repeated according to multiplicity. For p > 0, let

1], = (Z sz-(A)P)p = (tr|AP)7 (2.1)

i=1
where tr(+) is the trace functional, i.e.
tr(A) =) (Aej,e)). (2.2)

J=1

Note that this coincides with the usual definition of the trace if H is finite-
dimensional. We observe that the series (2.2) converges absolutely and it is
independent from the choice of basis. Equality (2.1) defines for 1 < p < oo
a norm on the ideal

By(H) = {A € K(H) : [|A]l, < oo},

called the p-Schatten class.



Note that if H = C”, for every n € N, B,(C") is the space of square n x n
complex matrices endowed with the || - ||, Schatten norm.

We summarize some of the most important properties of p-Schatten op-
erators in the following theorem.

Theorem 2.1. Let 1 < p < 00, then
1. B,(H) C K(H).

2. B,(H) is an operator ideal in B(H) and a Banach space with the || - ||,
norm.

3. for every A € B,(H) and T € B(H) we have the following inequalities:
Al < [[Allp = [[A™]l, and |TA[l, < [ T[[[All,.

4. Hélder inequality: for every A € B,(H) and T € By(H) such that
e
[tr(AT)| < [AT][x < [[A[lplI Tl

For 1 < p < oo, (B,(H),|l-|l,) is a uniformly convex space as a con-
sequence of the classical McCarthy-Clarkson inequality (see [30], Theorem
2.7). The ideal Bi(H) is called the trace class. It is not reflexive and, in
particular, is not a uniformly convex space, because it contains D(B;(H)),
which is isomorphic to l;. Other relevant ideal is Bo(H), the Hilbert-Schmidt
class, and it is a Hilbert space with the inner product (A, B)yg := tr(B*A).

Let E;; = e; ®e;, with {e;}22, the fixed orthonormal basis of H. Observe
that every Ej; is a rank one operator for all 7, j € N and any A € K(#H) can
be written as A = »_ a;;Ej;, with a;; = (Ae;,e;). The set {E;;}55_, is an

ij=1
orthonormal countable basis of By(H), since

1 ifi=kandj=1

(Eij, Bt} g = tr(Ep Eyj) = { 0 in any other case.

The Schatten p-norms and the operator norm are special examples of
unitarily invariant norms, i.e. ||[|[UXV]|| = ||| X]||, for every pair of unitary
operators U, V. On the theory of norm ideals and their associated unitarily
invariant norms, a reference for this subject is [19].

In a normed space X, x € X is a smooth point if there is a unique
hyperplane supporting the open ball B(0, ||z||) at . We say that X is a
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smooth space if all its points in the unit sphere are smooth points. For
geometric and topological properties of smooth points in Banach spaces we
refer to [16] and references therein.

3. Generalities of minimal operators in X" /D(X)"

for every X closed subspace of B(H) and A € X" we say that A is minimal
in the norm ||| - ||| of X' if and only if

[|A]|| < |||A+ DJ|| for all D € D(X"), (3.1)

or equivalently, disty. (4, D(X")) = |||A|||. This is equivalent to say that
the norm of A is the quotient norm of the class {A+ D : D € D(X")} in
the quotient space X”/D(X"). In this case, we say that the diagonal of A,
Diag(A), is minimizant or is the best approximant of A in D(X™"). In case of
existence, the best Hermitian (or real) diagonal aproximation of an operator
may not be unique. In this sense, another equivalent way to consider the
minimality problem is, given an operator 4y € X", find Dy € D(X") such
that

114 + Dolll < [I[ 40 + D for all D € D(A™). (3.2

In (3.2), Ap can be taken with zero diagonal. We will use both formulations
(3.1) or (3.2) whenever is convenient.

Remark 3.1. for every operator X € X, if ||| - ||| is self-adjoint norm (i.e.
X = XTI

HW%@MZ%WX+XﬂMSmXM

it follows that A € X" is minimal if and only if
Al < |||A+ D|||, for all D € D(X). (3.3)

The next two Propositions are closely related with the Hahn-Banach the-
orem for Banach spaces and they link the ideal spaces B,(H) and B(H), with
% + é = 1. Both results are generalizations of the Banach Duality formula

found in [13] and we include proofs for the sake of completeness. To simplify,
here we use the notation B, (H) = K(H).



Proposition 3.2. Let A € B,(H), 1 < p < oo and consider the set
Ny ={Y € B,H)": V]|, =1, t(Y'D) =0 for all D € D(B,(H)) }
with % + é = 1. Then, there exists Yo € N such that

AT, o /o5, (0 = DGDi(%E(H)) |C+ DI, = r(¥oA). (3:4)

For 1 < p < oo this Yy is unique and has the form

Ap-oe
Yo = o,
A=T07],

where U 1is the partial isometry of the polar decomposition of A.

Proof. The existence is an immediate consequence from the Hahn-Banach
theorem that since D(B,(H))" is a closed subspace of B,(H)" for all 1 <
p < 0o. Then there exists a functional p : K(H) — R such that ||p|| = 1,
p(D) = 0, for all D € D(B,(H)"), and

A) = inf A+ DI = dist(A, D(B hyy.
plA) = inf A+ D, = dist(4, D(B,(H)")

But, since any functional p can be written as p(.) = tr(Yp.), with Yy € B,(H),
the result follows.
On the other hand, for 1 < p < co and using that ;1) + % =1

[JAP=H[7 = tr (AP =t AP = | Allp
and so H\AP’_lHq = HAHﬁ/q = HAHz_I, this implies that |A[P~! € B,(H). The
operator Yy € N, from (3.5) can be defined as

Ap-o
Yb - -
NAF=07],

and the support functional is unique since B,(H) with 1 < p < oo is a

uniformly convex space and every A € B,(H) is a smooth point (see [1]).
[l



Proposition 3.3 (Banach Duality Formula). Let A € B,(H)" with 1 < p <
oo and q € R such that%—l—%: 1. Then

Dep(lgpf(mh) 14+ DIl, = max [tr(AY)], (3.5)

Proof. Let A € B,(H)" with p,q as in the hypothesis. By Proposition 3.2,
there exists Yy € NV, such that

inf A+ D| = tr(YoA).
pepipn 14 Dl = tr(Xod)

Then

| ) 3
pniBE A+ D, = (¥04) < s [ir(AY) s i (4 + D)Y)

< Yl lA+ DI, = [[A+ DI,

for every D € D(B,(H)"), where the last inequality is due to item (6) of
Theorem 2.1. Therefore, the equality (3.5) can be proved as a consequence
of this fact. O]

Propositions 3.2 (existence condition) and 3.3 can be generalized to any
closed subspace B of B, (), not only for D(B,(#)), with the same arguments.

Proposition 3.4. If A is a minimal operator in B,(H)", 1 < p < oo, and
A >0 then A=0. That is, any nonzero minimal Hermitian operator cannot
be positive semidefinite.

Proof. A > 0 implies that A = U|A| = |A| and U = I. We separate the
proof in different cases.

e Case p = oo: if A is minimal and positive then by the balanced spec-
trum property (Prop. 6 in [13]) A\juaz = —Amin = 0. Hence, A = 0.

e Case 1 < p < oo: A>0 and minimal implies by Theorem 4.5
tr(|APTIU") = (AP = (AP =0,
i=1

By continuous funcional calculus, for all 1 < p < oo
A(APTh) = A (A
with \;(A) > 0 for all i. Then X\;(A) =0 for all i and A = 0.
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]

In the case p = 1, there are minimal positive operators also in a finite
dimensional context. We can see an example in Remark 4.10.

4. BJ-orthogonality in B,(#) and minimality of Hermitian opera-
tors

Let B,(H) be a p-Schatten ideal with p > 0. Using (1.1) the Birkhoff-
James orthogonality for every A, B € B,(H) is

A 1%, Bif and only if [|A]|, < [|A+ B, for all v € C.

Let D(B,(H)) be the closed subspace of diagonal operators of B,(H), that
Is

D(B,(H)) = {D e DIK(H)) : Z | (Dej,e;) [P < oo} .
By (1.2), given A € B,(H),

We focus in particular when p > 1, where | - ||, is a norm.
According with (3.1) we say that A € B,(H)" is minimal in the p—
Schatten norm if and only if

|All, < |4+ Dl,, for all D € D(B,(H))"

The operator A is minimal in the class [A] = {A+ D : D € D(B,(H))"} of
the quotient space B,(H)"/D(B,(H)").

Applying Remark 3.1, we can combine minimality with BJ- orthogonality
as follows: given A € B,(H)"

A is minimal if and only if A Lp; D(B,(H)). (4.2)

Remark 4.1. Since every B,(H) with 1 < p < oo is a uniformly convex Banach
space and D(B,(#)) is a proper closed vector subspace, there always exists
a unique minimal element A in its class, that is ||A| = dist,(A, D(B,(H))")
(Lemma 4 in [18]).



4.1. Minimality in By(H)

Here we consider the Hilbert-Schmidt class endowed with the inner prod-
uct (A, B) ¢ = tr(B*A), A,B € By(H) and its induced 2-norm, that is
I|A|l2 = \/tr(A*A). Then, we have the following minimality theorem.
Theorem 4.2. Let A € By(H), then the following conditions are equivalent:

L |Allo=min ||[A+ D|2.

DeD(Bz(H))

2. Diag(A) = 0.

Proof. From the theory of approximation in Hilbert spaces and since D(By(H))
is a closed subspace of By(H), we obtain that the problem

min ||A+ D||z (4.3)
DeD(Bz(H))

has unique diagonal solution of the form
(A, 1) g 0
0 (A, Ea) g :
: - 0 : | = —Diag(4), (4.4)
0 <A7 ETL”>HS

which is provided by the normal equations in the minimum least squares
problem (A + D L Ej; for all i € N, and {Ej;},. is a basis for D(Bz(H))).
Thus,

‘ A+ Dy = ||[A — Diag(A
pttin A+ Dlly = A = Ding(4)]:

and

dist2(4, D(Bx(H)))* = || A - Diag(4)ll3
= tr(A"A — A* Diag(A) — Diag(A)*A + Diag(A)* Diag(A))
= [ AJl; — || Diag(A)]3-

If ||Alls = dist2(A, D(B2(H))), by the unicity of the solution of (4.3) A =
A — Diag(A), then Diag(A) = 0. On the other hand, if Diag(A) = 0, then

dista(A, D(By(H)))” = [|All; — || Diag(A)]; = [|A[5.
O

Corollary 4.3. Let A € By(H)", then A is a minimal operator if and only
if Diag(A) = 0.
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4.2. By(H) ideals as semi-inner product spaces and minimality

Lumer [29] and Giles [18] noticed that in any normed space (X, || - ||) it
can be can construct a semi-inner product, i.e., a mapping [, -] : X x X — K
such that

for all z,y,2 € X and all o, 3,7 € K. It is well known that in a normed
space there exists exactly one semi-inner product if and only if the space is
smooth (i.e., there is a unique support hyperplane at each point of the unit
surface). If X' is an inner product space, the only semi inner product on X
is the inner product itself. More details can be found in [29, 18].

Proposition 4.4 ([12]). Let 1 < p < oo and we define for every A, B €
B,(#) 2
(B, 4] = | A|>Ptx (AP 'U*B) (45)

where U|A| is the polar decomposition of A. Then, (B,(H),[-,-]) is a con-
tinuous semi-inner product space (in the Lumer sense) and the following
statements are equivalent:

(i) A%, B.
(ii) [B, A] = 0.

Observe that this semi-inner product does not fulfill the conjugate prop-

erty, since in general [B, A] # [A, B].

Theorem 4.5. Let 1 < p < 00, {e;}ien be the fized basis of H and A €
B,(H) with the polar decomposition A = U|A|. The following conditions are
equivalent:

1. A1, D(B,(H)).
2. [D,A] =0 for all D € D(B,(H)).
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3. tr(|A|P~'U*D) = 0 for all D € D(B,(H)).

4. t?"(|A|p—1U*Em) = 0, f07” all E“ = Diag(ei), 1 € N.

5. (|A|p*1U*)“ =0 fOT all i € N.

6. (UJA[P~Y); =0 for alli € N.
Proof. The equivalence betwenn items (1), (2) and (3) are direct consequence
of Prop. 4.4.

(3)=(4) is trivial since each E;; € D(B,(#)) for all i € N.

(4)=(3) occurs since any D € D(B,(H)) can be written as
D =%, d;E;, with d; = (De;, ¢;) such that > .= |d;]P < oo and

N
tr(|AP~'U*D) = Jim tr (!APHU* (Z dE))
—00

=1
N
N—o0 1

(4)=-(5): each Ej;; can be written as e; ® e¢;. Then

0 = tT(|A|p71U*E“)

> (AP U Eaejye5) = (AP~ Ues, e1)

Jj=1

= (JAP~'U*)s
for all i € N. The converse (5)=-(4) is obvious.
(5)<(6): Using continuous funcional calculus for |A| and f(z) = 2!

(1AP=)" = F(1AD" = F(AD = (JA])" = AP~
Then |A[P~! is Hermitian and for all i € N

0= (JA]P~'U*)u = (JAP'U); = (UIAP™)s.

Corollary 4.6. Let A € B,(H)", with 2 < p < cc. Then

1. A is a minimal operator in the p—Schatten norm if and only if
Diag(A|A[P~?) = Diag(|A|P"24) = 0.
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2. For every even integer p, A is minimal if and only if Diag(AP~1) = 0.
3. If A is minimal in the p—Schatten norm, then

> s ADIN(A)PT = 0. (4.6)

Proof. (1): Let A € B,(H)", p > 2, be a minimal operator. If U|A| is the
polar decomposition of A, then by Theorem 4.5

(U|APPY) = (UJA||APP2) = (A|AP72);; = 0 for all i € N.

Item (2) is due to Lemma 4.3 in [4], since A is minimal if and only if
tr(AP=1D) =0 for all D € D(B,(H)"). In addition, observe that f(t) = tP~1
is well defined for compact Hermitian (non positive) operators only if p — 1
is not an even number.

(3): condition Diag(]A[P~2A) = 0 in particular implies that tr(|A[P~2A) =
0. Also, by hypothesis A is diagonalizable, then there exists V' a unitary
operator in B(#H) such that A = V* Diag(A(A))V. Therefore,

tr (JAP=A) = tr (V*|Diag(A(A))["~? Diag(A(A))V)
tr (| Diag(A(A))|P~> Diag(A(A)))

o0

= 3 sen(A(A) XA = 0.

i=1
m
Condition (3) in Corollary 4.6 gives a necessary condition over the eigen-
values of an operator to be minimal (not sufficient), anagously to the balanced

spectrum property for minimal Hermitian compact operators in the spectral
norm.

Remark 4.7 (Some examples of minimal operators). 1. B,(C?) and p > 2:
by (4.6) any non zero minimal matrix in the p— Schatten norm A =

g ;)ihmﬂsﬂmtAﬂA)::—AﬂA)ﬁmaﬂpzizTﬂmm

Al = (M AP+ = A (AP =277 (A)]

and the characteristic polynomial of A is p(A\) = A\? — (|c|* + @?) since
has no lineal term (i.e, d = —a). Therefore,

1Al = 27 (lcf? + a?)V2

is minimum when a = 0 and A has zero diagonal.
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is the minimal matrix in its class, then

a 1
2. 84((C3): ifA=11 15
0 1

o = O

Diag(A) = 0. Indeed, the matrix Ay = A — Diag(A) fulfills that A} =
24, and clearly Diag(A3) = 0, then Ay is minimal.

By a similar argument and for every separable H, every tridiagonal
Hermitian operator in B4(#) with zero diagonal is minimal in its class.
. However, not every Hermitian operator with zero diagonal is minimal

0 a b
in B,(H). For example, when p =4, H =C? and A= [a 0
b ¢
with a, b, c # 0 can not be the minimal matrix in its class, since

Diag(A?) = (acb + acbh)I # 0.

But also observe that if any of a, b or ¢ is 0, then A is a minimal matrix.
- By(H)", 1 < p < oot Let A € B,(H)" be a block-diagonal operator,
that is

S0

A0 0 .-
0 A 0 -- with A; = PSZ-APSZ- S BP(H)h
3 and ®2, S; =HVieN.

Then, there exists a unique D; € D(B,(H)") such that A; + D; is
minimal in the p—Schatten norm for all © € N. Therefore the block
diagonal

A+ Dy 0 0
0 As + Dy 0
A+D0: 0 0 A3+D3 oo

is a minimal operator since

A+ Dollb = ZHAi—i—Dz‘Hg (4.7)
i=1
A+ D) 0 0 g
< iHAwDéII?;: 8 AQXDQ AgﬂDg
=1
. . : p
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for all D} € D(B,(H)). The first equality in (4.7) is a property of
pinching operators [7].

Remark 4.8 (Considerations about Theorem 4.5 and Corollary 4.6). With
the same notation and hypothesis of the mentioned results:

1. These results generalize for all p € (1,00) Lemma 4.3 in [4] about
minimal (lifting) operators in iB3,(H)", the subspace of anti-Hermitian
operators in B,(H).

2. Observe that for p = 2, A1, D(B,(H)) if and only if A;; = (A*); =
(|A|U*);; = 0 for all ¢ € N, which equivalent to the characterization of
minimal operators found in Theorem 4.2 using least squares.

3. The minimality condition in B,(H)"

[E”,A] =0 for all ¢ eN

is equivalent to the normal equations for the solution of the least squares
problem in a non-Hilbert space context.

4. Any minimal operator A in B,(H), with p € (1,00), fulfills [D, A] =0
for all D € D(B,(H)). But in general [A, D] # 0, since

[A, D] = 0 for all D € D(B,(H)) < ||D|2Ptx (|DP~'V*A) =0

o0

D " Jdi[P e Ay = 0 for all {d, }nen € £, < Diag(A) =0
k=1

Here V' = Diag ({e " }4en) is the diagonal unitary operator of the
polar decomposition of D. For example when p = 2 or item (3) in
Remark 4.7, the minimal operator A satisfies that Diag(A) = 0, then
[D, Al =0 and [A, D] = 0.

The case p = 1 is treated more generally in the next section, but when
H = C", Theorem 2.1 in [10] can be used in order to have the following
result.

Proposition 4.9. for every matriz A with polar decomposition A = U|A| in
B1(C"™) such that tr(U*D) = 0 for all D € D(M,(C)), then A is a minimal
matrix in the trace norm. The converse is true if A is also invertible.
Condition tr(U*D) = 0 for all D € D(M,(C)) implies that the partial
isometry U of the polar decomposition of A has null diagonal (U € N7 ).
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Remark 4.10 (Minimal matrices in the trace norm). 1. Minimal matrices
in the 1—Schatten norm may be not unique, for example, if H = C?
and U is a unitary matrix of 2 x 2, then

i0
tr(U*D) = 0 for all D € D(C*?) & U = (egﬁ eo) , 0,8 €]0,2m).

Therefore, any A = A* minimal (non-diagonal) has an unitary U for
its polar decomposition as before and U*A = AU > 0. If A = (g cci)
with a,d € R and ¢ € Cy, then

0 e (a ¢\ c 0 e\ Al
e 0 ¢ d) \e da)\e? 0 )
o ce 0 de—? B ce?  qeP — 1A
ae” B ce B ) T \de? @)

Simple calculations show that § = — arg(c) = —f, a = d,

Q

A= (& &) with o] <] and Al = o+ Jll + a ~ fll = 2l

Observe that we characterized all minimal Hermitian matrices in C?*2
for the 1—Schatten norm in terms of ¢ and a. Moreover, condition
la| < |c| indicates that there is not unicity of the minimizant diagonal
(in fact, there are infinite, all scalar multiples of the identity, with a
scalar with modulus less or equal than |c|). For example, if ¢ = 1,
a 1
1
norm |a+ 1| + |a — 1| = 2.

Also, there are minimal matrices that do not have necessary a zero
diagonal. But in all cases, the minimizant diagonal is a scalar multiple
of the identity, therefore

dist, (A, D(C2*?)) = dist, (4, CI).

every A = with |a| < 1 is a minimal matrix with the trace

a d 0
2. Anymatrix A= [d b 0| withd # 0 fixed is a block diagonal matrix
0 0 ¢
a d
= | (5 5)] +
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and it is minimal in the 1—Schatten norm if and only if ¢ =0, a = b
and |a| < |d|. One can check that a partial isometry of the polar
decomposition that satisfies Prop. 4.9 is

0 €% 0
U= €i92 0 0 s with 91 = —92,
0 0 0

it is not unitary (ker(U) = ker(A) = span{es}) and it can not be
extended to an unitary with zero diagonal. There are infinite minimal
matrices in the class of A and we observe that there are minimizant
diagonals which are not a scalar multiple of the identity matrix.

. Recall that the partial isometry of the polar decomposition of any ma-
trix may not be unique but a minimal matrix must have any partial
isometry of its polar decomposition with zero diagonal. Indeed, con-

a 1 1
sider the case B;(C?) and the matrix A= |1 b 1], witha,b,ceR
11 ¢

to be determined. Its polar decomposition has a unitary operator and
every unitary U to fulfill the zero diagonal condition is given by

0 0 e
192 or [e? 0 0 (4.8)
0 €% 0
a 1 1
Then, A= [1 b 1| isaminimal matrix in B;(C?) if A = U|A| with
1 1 ¢

U as in (4.8). Without loss of generality, we choose the first option.
Then,

ot el it o—i03  o—if3  pp—ifs
AU =U*A| >0 | €% @ b2 | = | aem e 701 | >
06193 62091 6Z92 6—192 66—192 6—7,92

SO,=0fork=1,23anda=b=c=1.

1 11
Therefore, A= |1 1 1| =(1,1,1)®(1,1,1) is a minimal matrix in
1 11

its class and we observe that is semi-definite positive of rank one. The
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unitary U chosen to the condition was a permutation of the identity
(in fact, A = I|A| but I does not fulfill the minimality condition). In
this case

inf [[A+ Dl = [|Afl; =3
DeD(By(T3))

and, similar as the previous example,

dist; (4, D(C**?)) = dist, (A, CI).

5. Gateaux derivative and minimality of Hermitian operators in

Bi(H) and KK(H)

In this section we focus on the study of the minimal Hermitian operators
on the particular cases By (H) and IC(#), which are not included in the study
made previously. We follow central ideas from [27], [26], [1] and [24]. There
are also more recent related work (see for instance [37] and [34]).

Definition 5.1. Let (X, ||-||) be an arbitrary Banach space. The p—Gateaux
derivative of the norm at the point z in the y—direction is

tePyll —
Do) — i Szt 18l = ]

t—0+ t

(5.1)

The case ¢ = 0 corresponds to the usual Gateaux derivative of the norm
at the point z. In this case, the norm || - || is Gateaux differentiable at a
nonzero r € X if

i 202D o p () for atl y € ) (5.2)
t—0+ t
where D, is the unique functional in X* (dual space of X') such that D,(z) =
l|z|| and ||D.|| = 1. This condition is equivalent to say that z is a smooth
point on the sphere (0, ||z||) C X. Relative to smooth points we collect the
following facts.

Remark 5.2 (Smooth points). 1. For 1 < p < oo, every A € B,(H), A #
0, is a smooth point, since B,(#) is a uniformly convex space. In this
case

p—1 *
paw) = (M) = o
Al 1Al

where A = U|A| is the polar decomposition of A and [, -] is the semi-
inner product defined in (4.5).

[B7 A]?
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2. Forp=1, A€ By(H), A#0, is a smooth point if and only if A or A*
are one-to-one. In the case that A is one-to-one,

Da(B) =tr (UBY), (5.3)

where A = U|A] is the polar decomposition of A.

3. In K(H), A € K(H) is a smooth point if and only if there exists a
unique norm 1 vector v (up to multiplication by constants of modulus
one) such that ||A|| = ||Av]|. in this case

Du(B) = tr (”ﬁi‘ﬁ”B) - <Bv, ﬁ>. (5.4)

The next result is similar to Prop. 4.9 in an infinite dimensional context.

Proposition 5.3. Let A € Bi(H) be a smooth point. Then, the following
statements are equivalent:
2. Dao(D) = tr (U*D) = 0 for all D € D(Bi(H)) if A is one-to-one (or
tr (UD) =0 if A* is one-to-one).
3. U =0 for alli € N, i.e. Diag(U*) = 0 (or Diag(U) = 0 if A* is
one-to-one).
Here U is the partial isometry of the polar decomposition of A.

Proof. Without loss of generality, we assume A is one-to-one.

(1)< (2) By [Lemma 1, [27]] ALlp;'D < D4 (D) = 0. Using this fact for
all D € D(B1(H)) and formula in (5.3) we obtain the desired result.

(2)< (3) This equivalence follows by the same argument as in the proof
of (4)< (5) from Theorem 4.5. O

Corollary 5.4. Let A € Bi(H)" be a smooth point. Then, the following
statements are equivalent:

1. A is minimal in Bi(H).
2. tr (UD) =0 for all D € D(B1(H)).
3. Diag(U) = 0.

Proof. Suposse A is minimal in B;(#), then by (4.2) it is equivalent to
Al p;D(Bi(H)). By Proposition 5.3,

Du(D) =tr(U*D) =tr(UD) =0 for all D € D(B,(H))

since A is Hermitian and a smooth point. O]
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We obtain an analogous of Prop. 5.3 for smooth points in /C(H).

Proposition 5.5. Let A € K(H) a smooth point and v € H be the unique
(up to multiplication by scalars of modulus one) unitary vector such that
I|A|| = [|Av]||. Then, the following statements are equivalent:

1. Alg;D(K(H)).
2. Da(D) =tr (”ﬁi‘hv ) = <Dv, ||%|> =0 for all D € D(KC(H)) (in fact,
for every D € D(B(H))).

Proof. By Lemma 1 in [27] ALlg;D < D4(D) = 0. Using this fact for all
D € D(K(H)) and formula in (5.4) we obtain the desired result.
[l

By the mentioned balanced spectrum property, every A € K(#)" minimal
fulfills that £|| A is in the (discrete) spectrum. Then, there exist v, w linearly
independent unitary eigenvectors of ||A|| and —|| A||, respectively. Therefore,
a minimal operator A in K(H)" can not be smooth. For non smooth points
in a normed space X, Keckic proved in [Theorem 1.4,[26]] that for every pair
r,yeX

rlpyy & igf D, .(y) > 0. (5.5)

Also, he found explicit formulas for the Gateaux derivative for non smooth
points on By (H) and IC(H) ((5.6) and (5.8), resp.)

Now we characterize minimal Hermitian operators in By (H) and K(H),
respectively.

Theorem 5.6. Let A € Bi(H)". Then, the following statements are equiva-
lent:

1. A is minimal.
2. [tr (U*D)| < ||PDP||y for all D € D(By(H))", where A = U|A| is the
polar decomposition of A and P = Pyer(a)-

Proof. A € Bi(H)" is minimal if and only if AL p;D for all D € D(B1(H))".
Then, by (5.5) it is equivalent to

inf D, 4(D) > 0 for all D € D(By(H))".
%2}
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The explicit formula found in [26] of the Gateaux derivative for A, B € B;(H)
is

L A+ tD] — AL
im

t—0+ t
where A = U|A| is the polar decomposition of A, P = P4y and @ =
Prer(asy. Replacing by A Hermitian and B = e D

= Re (tr(U*D)) + ||QDP]|1, (5.6)

inf D, 4(D) = inf (Re (e'’tr(U*D))) + | PDP|;.
¢ ¢

Therefore, inf, Dy, 4(D) > 0 if and only if |tr (U*D)| < ||PDPJ; for all
D € D(B,(H))", since

inf (Re (¢*tr(U*D))) = Re (e~ ™" Plyp(U* D)) = Re (|tr(U*D)|)
%2}

O
Example 5.7. Suppose A € Bi(H)" and S is a finite dimension subspace of
‘H such that A can be written by block notation as A = %‘S 8] :S,S |, where

As = PsAPs is the compression of A by S§. Then, simple computations
show that P = Pgena

Nao2

= [8 ?] and a partial isometry U for the polar

decomposition is U = {[{)‘S 8] . Therefore, by Theorem 5.6 A is minimal if
and only if [tr(U*D)| < ||PDP||; for all D € D(By(#)). In particular, if
S =span{e; : 1 <i<n} then

0 ifi<n

1 ifi>n

Uil = 1er(0* ) < |1PEaPL = Lo

 Thus Diag(U) = {] 0}

Theorem 5.8. Let A € K(H)". Then, the following statements are equiva-
lent:

1. A is minimal.
2. inf max Re (e (U*Dv,v)) > 0 for all D € D(K(H)"), where A =

0<p<2mvEMy,
llv]=1
U|A| is the polar decomposition of A and M4 is the subspace where the

operator A attains its norm (My #0).
3. There exists v € My such that (Dv, Av) = 0 for all D € D(K(H)").
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4. There exists v € M4 such that for each i € N
v; =0 or (Av); = fi(A)'v = 0.
5. There exists v € My such that (Dv, Av) =0 for all D € D(B(H)").

Proof. (1)<(2): Analogously to the case Bi(H), an operator A € K(H)" is
minimal if and only if

inf Dy, 4(D) > 0 for all D € D(K(H)").
%2}

In this case, the explicit formula found in [26] of the Gateaux derivative for

A, BeK(H)is
|A+tB| — Al

lim |

= max Re (U*Bv,v) . (5.7)
t—0+ t Hvﬁ?’l

where A = U|A| is the polar decomposition of A and & is the characteristic
subspace of |A]| respect to its eigenvalue s;. Replacing by A Hermitian and
B =¢e%D

igf Dy a(D) = inf max Re (" (U*Dv,v)).

0<p<2T vEM 4,
llvl[=1

Therefore, A is minimal if and only if
inf max Re ("’ (U*Dwv,v)) >0 for all D € D(K(H)")

0<p<2m vEM 4,
f[oll=1

Equivalence (2)<(3) is due to Corollary 2.8 in [26] for A € K(H)" fixed
and every B = D € D(K(H)"). Also, (1) < (3) can be obtained by Corollary
2.2.1 in [33].

For item (2) observe that the set M4 cannot be empty since H is reflexive
and A € K(H).

(3) < (4): statement (3) is equivalent to say that there exists v € My
such that

(Eyv, Av) = (ve;, Av) = v;(Av); =0 for all i € N
& v,=0V (Av); = fi(A)'v =0 for all i € N.
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(3) < (5): it is evident since condition (3) is equivalent to

(Ejv, Av) =0 for all i € N

and every D € D(B(H)) can be written as ZdzEu with d; € C, |d;| < M
i=1

for some M > 0. OJ

Observe that equivalence between statements (1) and (5) in Theorem 5.8
gives a characterization for minimal Hermitian operators with bounded non-
compact diagonal. It is an improvement from Lemma 6.1 in [14]. Aditionally,
note that the vector of condition (3) in the same theorem cannot be an
eigenvector of the minimal operator A and fulfills that

I(A+ Dyoll* = [|Av|]* + [ Dv|
for all D € D(B(H)).

Remark 5.9 (Minimal operators with non compact diagonal). There are op-
erators A € K(H)" such that dist(A, D(K(H))") is attained by bounded
diagonals that are not compact. One relevant example is the following: let
Z, be the operator defined matricially as

0 ry rm? 3 ..
d 2 . Y € (07 1)
S dy= -0 2 >
Z, = oy dy , with " 7 i e
Pty dy T r=-=k
. . . . . -2

where Z!' is the operator defined by the matrix of Z, with zeros in the first
column and row. Then, in [13] we proved that Z, is a minimal operator with
Z,—Diag(Z,) € By(H)" C K(H)" and Diag(Z,) is the (uniquely determined)
diagonal minimizant, but it is not compact, since lim d,, # 0. Moreover,

n—oo
| Z: | = ller(Z)|] = | Zrea||. Also,
(Dey, Zye1) = (D11e1,¢1(Z,)) =0 for all D € D(B(H)h),

which means that Z, fulfills items (3) and (4) of Theorem 5.8 for v = e;.
Curiously, we observe that by Corollary 4.3 Z, — Diag(Z,) is indeed a
minimal operator in the quotient space By(H)"/D(By(H))".
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6. Cases of minimal Hermitian operators in IC(H)

Let M, (C) be the vector space of complex n X n matrices. In this context,
we say M € M, (C)" is minimal in the spectral norm if

[M]| < [|M + DI

for all D real diagonal n x n matrix (D € D(M,,(C)")). Several characteriza-
tions and studies of geometric consequences of minimal Hermitian matrices
in the spectral norm can be found in [5], [6] and [28]. We continue with
some examples of minimal Hermitian matrices and compact operators in the
spectral norm.

Theorem 6.1. Let C € K(H) such that C is a block-diagonal operator, that
18

ci 0 0

0 Cy, 0 ---

where C; € M (C), for each i € N. Then, there exists D € D(K(H)) such

that C'+ D is minimal.

Proof. For each i € N there exists a minimizing D; € D(M} (C)). That is
|C; + Di|| < ||C; + D}l , for all D} € D(M] (C)).

We claim that the block-diagonal operator defined as

D, 0 0
0 Dy 0
D=10 0 D

is a minimizant for C. Indeed, it is trivial to observe that is diagonal since
each block D; is a diagonal matrix. It remains to prove compacity and
minimality:.
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e Minimality: Let D' € D(K(H)). It can be written in the same block
notation of C' as

D, 0 0
o b0 | )
D=9 o p, ...|» with Dj € D(M; (C)),n; €N,

Then,
|C + D'|| = sup ||C; + Di|| = sup [|C; + Dyf| = [|C + D]
ieN ieN

e Compacity: by minimality, ||C; + D;|| < ||C;|| for each i € N, then
1Dl < NICi + Difl + |Gl < 2|C3fl = 0,
when ¢ — oo (since C' is compact). Therefore, lim D; = 0 and D is
1—00

also compact.
O

Remark 6.2. In Theorem 6.1 the operator norm of C' + D is sup{||C; + D;]|| :
i € N}, which is clearly attained at any iy € N, since lim ||C; + D;|| = 0.
1— 00

Lemma 6.3. (due to Prof. Varela) Any tridiagonal Hermitian matriz M of
n X n with zero diagonal is minimal in the spectral norm.

Proof. Let M € M"(C) be a tridiagonal matrix defined as a polar way, that
is,

0 ae™ 0 . 0
ale_iﬁ 0 a2€it2 e 0
M=| 0 wem 0 aen [ 6.1)
0 0 T i B
with a;,t; € R for all 1 <4 < n, and consider a unitary matrix U, given by
1 0 0 0
0 eitﬁ_i% 0 ce 0
go o 0 et 0
0 0 0 . e[i(t1+---+tn—1)+"7_li7r]
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Then,

0 a0 e 0
—ial 0 iGQ te 0
UMU* = 0 —iaz O
ian_l
0 0 - —ay, 0

with Re(UMU,;) = 0 for all i, j <n and Diag(M') = 0. Thus, by Theorem
8 in [28], M’ is minimal. Therefore,

M = [[U"M'U|| = [|M|| < [[M"+ D|| = |M + U"DU| = [|M + DJ|,
where last equality is due to U is diagonal. Then,
|M|| < ||M + D|| for all D diagonal.

]

Proposition 6.4 (Unicity). Let M be a tridiagonal Hermitian matriz as
(6.1) such that a; # 0 for all 1 < i < n. Then, 0 is the unique minimizing
real diagonal for M.

Proof. Let M as in the statement and A\ = ||AM||. By proposition 6.3 M is
minimal and £X € o(M). Moreover, simple calculations show that if z =
(21, T2, ..., T, ) is an eigenvector associated to A, then y = (—x1, 2o, ..., (—1)"x,)
is an eigenvector associated to —\ (and this holds for all u € o(M), so every
eigenspace of M has multiplicity one). In particular, z; # 0 implies z # 0
and yp = (=1)*z; # 0 for all 1 < k < n. Then |y;|? = |zx|* for each
1 < k <n and therefore,

rox = (‘5171’2, "772‘27 ) ‘xn‘z) =yoy,

By [Theorem 10,[28]] M has only one minimizing real diagonal D, which is
D =0.
[l

Finally, we use Lemma 6.3 to state the minimality of tridiagonal compact
operators, since each matrix M of nxn can be seen as a finite rank operator in
(M), that is M = P, .. end, With M;; = (Me;, ;) for each 4, j €
Nand Py, .. is the orthogonal projection to the subspace span{es, ..., e, }.

.....

.....
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Proposition 6.5. If C' € K(H) is a minimal Hermitian tridiagonal operator
with Cyiy1) # 0 for all i € N. Then, the following statements are equivalent:

1. C is a minimal operator in KC(H).
2. Diag(C) = 0.

Proof. (1)=-(2): Let {C)}nen be a Hermitian tridiagonal matrix sequence
such that
lim C, = C'y Diag(C,) = 0.

n—oo

Each C, € K(H), since rank(C,) < oo, and by Proposition 6.3 all are
minimal. Then

Il =

lim C,|| = lim ||Cy||
n—oo n—oo

< lim ||C, + D|| = ]
n—oo

lim C, + DH —|c +D|
n—oo

for each D € D(K(H)). Then, it is evident that Diag(C) = 0.

(2)=-(1): If C is a tridiagonal operator with zero diagonal, then P,C'P,
is a tridiagonal matrix with zero diagonal for all n € N (P, = P, c.1)-
Then each P,CP, is a minimal matrix in M, (C)". On the other hand, every
D € D(K(H)") can be obtained as lim D, with D, € D(M,(C)") for all

n—oo

n € N (and ||D,|| — 0 when n — o0). Then, for all D € D(K(H)")
ICll =l [P,CP < lim [[PoCE, + Dyl = [+ D].

Therefore, C' is minimal.

[
Observe that implication (1)=>(2) holds without the requirement C;(;4 1) #
0.
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