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a b s t r a c t

Power grids are being increasingly exposed to climatic variability due to the addition of renewables, but
low frequency climate variations are often poorly captured in the measuring campaigns. We analyzed the
co-occurrence of low frequency variations in the wind and solar resources over Argentina, and discuss
climatic mechanisms behind those variations. We found low complementarity between periods of high
and low availability of wind and solar resources. We found a negative relationship between the wind
resource and the Antarctic Oscillation. Regarding the solar resource, we found a negative relationship
with an index of the El Ni~no phenomenon; we also found positive relationships with two oceanic indices
of the Atlantic variability. The relationships with these Atlantic drivers seem to be associated to low
frequency variations, while El Ni~no relates to inter annual variations. Composites of oceanic and atmo-
spheric anomalies reveal that changes in cloudiness respond to variations in the flux of water vapor over
South America which, in turn, seem to be part of the atmospheric features of El Ni~no; and are also
coherent with previous studies linking precipitation variations over subtropical South America and Sea
Surface Temperatures over the Atlantic.

© 2022 Elsevier Ltd. All rights reserved.
1. Introduction

Electrical grids around the world are being increasingly exposed
to climatic and synoptic variability due to the rapid addition of
climate-dependent renewable capacity [1e3]. Until recently, the
impact of meteorological variations on these systemswas restricted
to the relationship between weather and electricity consumption
(mainly due to cooling and heating) [4e6], and the availability of
water for hydro generation [7,8]. Nowadays, climate-dependent
renewables (mainly wind and solar) are reaching significant
shares in the electricity generation mixes in several countries [9],
which imposes significant challenges in the operation and planning
of electricity grids [10,11].

Wind speeds and solar radiation vary on multiple timescales:
From seconds to minutes (associated with turbulent eddies and the
passage of clouds), the diurnal cycle, synoptic scale variations
associated to weather systems, an annual cycle, and interannual
variations which are associated to long term trends and/or low
frequency variations [12e14]. The impacts of these variations on
.

power systems are different according to the timescale considered
[15]. High frequency variations have implications in the operational
aspects (frequency control, load following, unit commitment),
while low frequency variations are important when considering
long term planning and design, and resource assessment [16]. As an
example, seasonal predictions of wind speeds, as reported in
Ref. [17], can help in the estimation of use of other resources.

Low frequency variations are receiving increasing attention
[6,13,18,19]. These low frequency variations are poorly captured in
the measuring campaigns of individual wind and solar facilities,
even though they might condition their economical flows and risks
[20e22]. Furthermore, from the perspective of grid operators and
planners, low frequency variability is an important factor when
planning fuel or hydro reserves and in the long term design of the
system [13].

Low frequency variability can be characterized by the use of
long-term climate data [23,24]. The estimation of the frequency of
occurrence of rare or extreme climatological events can be per-
formed by the establishment of some kind of threshold on the
variable being studied [25,26]. This enables the identification of the
onset, duration, end, severity and spatial extent of any extreme
event, and allows to describe it statistically [27e29]. This procedure
is widely applied in hydrology [25,30,31]. Drought indices are
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Table 1
Meteorological variables retrieved from MERRA2 and their units.

Description Name Units

Wind speed U2M, V2M.. m/s
Surface incoming shortwave flux SWGDN W/m2

Top-of-atmosphere incoming shortwave flux SWTDN W/m2

Surface skin temperature Ts � C
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important inputs for an accurate water management policy and
declaration and mitigation of extreme hydrological events [29,32].
Other users could make use of these tools by applying similar an-
alyses on other climate variables [33]. Nevertheless, this is not a
common practice in energy meteorology studies with some ex-
ceptions such as Malloy et al. (2015) [33] and Dawkins and Rushby
[26]. [33] provide a thorough climatological assessment of surface
wind lulls [34] and wind blows, defined as mean monthly wind
speeds 1 standard deviation below and above the long-term mean
annual at each grid point over a large domain covering north
America; and [26] implements a 90th percent threshold on a re-
sidual demand index to define periods of adverse weather. Besides
a statistical description, other authors suggest that it is also
necessary to gain insight into the synoptic and climatic drivers
associated with such events [35,36].

Climate variability is often associated with a limited number of
known climatic drivers [37], which might be rooted on the tropical
oceans [38] or reflect mid and high latitude atmospheric circulation
shifts [39]; and whose areas of influence range from regional to
global [40]. For these reason, studies addressing low-frequency
variability of renewables are increasingly focusing on large scale
climate drivers. These studies reported relationships between
climate drivers and wind speeds [17,41,42], solar radiation [43,44]
or both variables [16,45]. Establishing these relationships is
important for many reasons: they contribute to the exploration of
seasonal forecasts [17], they allow to infer about long term trends in
the availability of the resources [14], and helps in the under-
standing of the co-variability and balancing of these resources [45].
The aim of this study is to implement a methodology to define
extreme events of solar and wind power production, analyze their
impacts on the energy production and complementarity between
sources, and to gain insight into their relationships with large-scale
climate drivers.

2. Methodology

2.1. Climate data and conversion to wind and solar power

We simulated the hypothetical production of existing and pro-
jected wind and solar facilities in Argentina. Wind and solar gen-
eration is rather new and is steadily growing in this country; the
majority of wind and solar facilities have been deployed within the
last three years, and some of them are currently under
Fig. 1. a) Time series of wind power production, average annual cycle of wind power produc
and b) depict surplus and deficit events as anomalies in mW c) Location of solar (in yellow
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construction. We considered 46 wind and 21 solar sites, whose
locations are shown in Fig. 1. This information was retrieved from
the national grid administrator's web page (https://aplic.cammesa.
com/geosadi/). The distribution of wind sites span a great portion of
the country whereas solar sites are concentrated in the north-
western and Cuyo regions. For each site, we retrieved hourly wind
and solar data from the Modern Era Reanalysis for Research and
Applications 2 (MERRA2, https://disc.gsfc.nasa.gov/datasets/) [46]
at the closest grid point covering the 1980e2019 period, encom-
passing a total of 350640 data points. For clarification, a meteoro-
logical reanalysis is a dataset which assimilates long term historical
observational data with simulations from numerical models in a
consistent way, and provide relevant variables to compute potential
generation from renewables such as wind speeds, surface tem-
perature and solar radiation in a gridded format. Different quality
control procedures are performed on the input data at different
stages: modeled data from the GEOS-5 model is subjected to a pre-
processing quality control at the NASA's Goddard Space Flight
Center. MERRA uses a three-dimensional variational data assimi-
lation (3DVAR) analysis algorithm based on the Gridpoint Statistical
Interpolation scheme (GSI; [47]); some input data are quality che-
qued using the GSI Solver. Other conventional datasets (rawin-
sonde, satellite, precipitation for example) are quality controlled by
a sequence of programs prior to being passed to the analysis code
[48]. We used wind speeds at 2, 10 and 50 m (variables
U2M,V2M,U10M,V10M,U50M,V50M from the M2T1NXSLV data
collection); and surface incoming shortwave flux (SWGDN), top-of-
atmosphere incoming shortwave flux (SWTDN) and surface skin
temperature (TS) from the M2T1NXRAD data collection. Table 1
lists the different variables along with their units. Then, we used
conversion models to transform wind speeds and solar radiation
into power. For wind power, we applied the Virtual Wind Farm
Model (VWFM) model presented in Staffell and Green (2014) and
Staffell and Pfenninger (2016) [49,50]. We interpolated wind
tion (black dashed line) b) Idem as a) but for solar power. Upper and lower panels in a)
) and wind (blue) sites.

https://aplic.cammesa.com/geosadi/
https://aplic.cammesa.com/geosadi/
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speeds at each site to 100 mt height using wind speed data at 2, 10
and 50m height assuming a logarithmic wind profile as in Ref. [50].
We then calculated average wind speeds for each site. Based on
those averages, we calculated monthly capacity factors for each site
using the power curves of three 3.45 MW commercial wind gen-
erators, one for each wind class defined by the International Elec-
trotechnical Commission (IEC) [51]:

C Vestas V126 for mean wind speeds below 8 m/s (class IIB e

IIIA)
C Vestas V117 for mean wind speeds between 8 and 9.75 m/s

(class IEC IB e IIA)
C Vestas V112 for meanwind speeds above 10m/s (class IEC IA)

The power curve was then smoothed by applying a gaussian
filter in order to emulate the output of multiple turbines within a
wind facility. We then convoluted wind speed values with the
smoothed power curve.

For solar power, we applied the Global Solar Energy Estimator
(GSEE), developed by Pfenninger and Staffel [52]. This method uses
the above mentioned SWGDN and SWTDN variables to calculate
direct and diffuse radiation via the BRL model [53], which uses
several predictors as input such as the clearness index value (the
ratio of ground versus top of the atmosphere radiation) and solar
altitude. TS is used by the model to adjust the power output
through temperature-efficiency curves. Silicon photovoltaic panels
are assumed for all sites.

Finally, national wind and solar power production time series
were calculated by weighting the capacity factors by the installed
capacity at each site and then summing them separately. The
comparison between simulated and observed production data is
hindered by the low availability of information. Nevertheless, in a
previous work [54] we compared our results with data provided by
the national grid administrator from 3 wind parks and 1 solar park
finding good agreement. We then defined the periods of high and
low availability of wind and solar resources (termed windþ and
wind-; and solarþ and solar-). In climatology, extreme events such
as droughts can be defined using distribution parameters of the
variable being studied (standard deviation for example) [31,55] or
thresholds. The latter methodology called the threshold level
method [56]. So, an extreme event starts whenever the variable of
interest falls below a threshold and finishes when reaches that
value again [57]. The main advantage of this method is that no
previous knowledge of probability distributions is required;
thresholds are often derived from percentiles of the distribution
[58]. Moreover, the threshold can be fixed or variable in time
[56,59]. It is recommendable to use a variable threshold in the case
that the variable of interest has a significant seasonal component
[29,60,61]; for example, seasonal streamflow anomalies should not
be reported as drought [59]. In our study region, both variables
(solar radiation and wind speeds) show significant annual cycles. In
addition to the obvious annual cycle of solar radiation, wind speeds
present distinct annual cycles over northeastern, central and
southern Argentina [14,54]. We defined wind- and solar- as wind
and solar power equal or below for 90% (Q90) of the time; and
windþ and solar þ as wind and solar power equal or exceeded for
90% (Q90) of the time. This was performed separately for each
month of the year.

2.2. Links with large-scale climatic drivers

We defined complementarity between solar and wind resources
as the co-occurrence of events of opposite sign (windþ/solar- or
wind-/solarþ). The significance of these occurrences was tested
using a contingency table [62]. We analyzed the influence of five
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atmospheric and oceanic oscillation indices on the variability of
wind and solar resources. The choice of these indices was moti-
vated by previous knowledge about their impacts on the climate
variability. Variations in both wind speeds and solar radiation will,
in turn, respond to broader scale circulation anomalies; and there is
extensive work linking regional climate variations with, for
example, sea surface temperatures over different ocean basins
[63e65], or extratropical atmospheric variations [66e68]. For these
reasons, we chose two indices of the variability of Sea Surface
Temperatures (SST) over the Atlantic basin: the Tropical South
Atlantic index (TSA), and the Atlantic Multidecadal Oscillation
(AMO), one index for the Pacific basin: Multivariate El Ni~no Index
(MEI), one index of the Indian basin: the Dipole Mode Index (DMI),
and one index of the extratropical atmospheric circulation: the
Antarctic Oscillation (AAO). The AAO is constructed using the
leading mode of Empirical Orthogonal Function (EOF) analysis of
monthly mean 700 hPa heights [69]. The MEI is the time series of
the leading combined EOF of five different variables (sea level
pressure (SLP), sea surface temperature (SST), zonal andmeridional
components of the surface wind, and outgoing longwave radiation
(OLR)) over the tropical Pacific basin (30�S-30�N and 100�E�70�W)
[70]. The DMI represents the SST gradient between the western
equatorial Indian Ocean (50�E�70�E and 10�S-10�N) and the south
eastern equatorial Indian Ocean (90�E�110�E and 10�S-0�N) [71].
Finally, AMO and TSA summarize the variability of SSTs over
different regions of the Atlantic basin. AMO index is based upon the
average anomalies of sea surface temperatures (SST) in the North
Atlantic basin over 0�-80�N [72,73]; while the TSA SST anomaly
index is an indicator of the surface temperatures over the eastern
tropical South Atlantic Ocean (30�W - 10�E, 20�S - 0�) [74].

Several studies reported that the response of local meteoro-
logical variables to large scale climate drivers can be seasonally
dependent or lagged in time [75]. For these reasons, we performed
simultaneous and lagged (up to 8 months) monthly correlations
between the previously mentioned climate indices and solar and
wind energy production series. The relationships between surplus
and deficit events and the phase of the different climate indices was
established using contingency tables. In order to discriminate the
role of low and high frequency variations in these relationships, we
also performed the correlations between high-pass filtered and
detrended climate indices and solar and wind energy production
series. We implemented a Butterworth high pass filter [76] and
subtracted the linear least-squares fit for detrending the time series
[77]. Finally, in order to gain insight of the physical mechanisms
behind these relationships and their geographical extent, it is
necessary to observe different atmospheric and oceanic fields in
relation to te variability of solar and wind power. Large-scale
climate drivers such as the above mentioned are often originated
as atmospheric responses to anomalous sources of heat in the
surface of the oceans; and propagate to remote regions as alter-
nating atmospheric pressure anomalies (called wavetrains) which
tend to be more discernible at mid and high tropospheric levels
[78]. Above the surface of the earth, the conventional vertical co-
ordinate in meteorology is not atmospheric pressure. Instead, it is
the geopotential height, which can be defined as the height (in
meters above sea level) of a given pressure surface [79]. For a fixed
pressure level, regions of low (high) geopotential height are analogs
low (high) pressure zones. We composited the fields of anomalies
of sea surface temperatures (SSTs), 250 and 500 hpa geopotential
heights, Vertically Integrated Flux of Water Vapor (VIFWV), total
cloud fraction and wind speeds during the windþ, wind-, solarþ
and solar- events. These composites were computed for all seasons
and a number of 12 data points were used for each one. All the
above mentioned datasets were retrieved from MERRA2.



Table 2
Contingency table showing the frequency of observations of monthly extreme
events for wind and solar power, showing low complementarity between them. For
each frequency, the percentage above or below the expected value is shown be-
tween brackets.

windþ wind� total

solarþ 5 (þ87%) 0 (�100%) 36
solar� 1 (�62.4%) 8 (þ200%) 36
total 36 36
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3. Results

3.1. Complementarity between wind and solar power

Let us begin describing the variations of wind and solar energy
production and the occurrence of extreme events. As expected,
solar production shows a strong and prevalent annual cycle
whereas wind production shows amuch weaker and variable cycle,
with a maximum during the warm season (Fig. 2).

This higher variability of wind power can also be seen in Fig. 1,
which shows the complete time series of wind and solar power
along with the mean annual averages. This figure also depicts the
events of deficit and surplus in both wind an solar power as defined
in the previous section (wind-/windþ and solarþ/solar-). As
mentioned before, we defined the complementarity as the co-
occurrence of events of opposite sign (windþ/solar- or wind-/
solarþ). A contingency table between events (Table 2.) shows a
slightly higher tendency than expected of occurrence of events of
equal sign (windþ/solarþ and wind-/solar-), and a lower tendency
of occurrence ef events of opposite sign (c2 ¼ 16.47, significant at
the 99.9% of confidence level). Thus, solar and wind resources show
a low complementarity with regard to these events.

3.2. Links with large-scale climatic drivers

We found that the relationships with large scale climate drivers
are quite different for wind and solar resources. Fig. 3 shows the
correlations betweenwind and solar time series with time lags. The
left column in 3 shows te correlation between the raw time series,
while the right column shows the correlation with high-pass
filtered and detrended time series. As stated in the methodology
section, we filtered low-frequency variations and trends (if present)
in order to separate the effect of low and high frequency variability.
There is a negative simultaneous correlation between wind power
and the Antarctic Oscillation (AAO), mainly during spring and
summer. Furthermore, there is a clear tendency towards a higher
occurrence of wind þ events during the negative phase of the AAO
and vice-versa (Table 3., c2 ¼ 16.47, significant at the 99.9% confi-
dence level). The fact that the correlation pattern is maintained
after removing the positive trend in the AAO index shows that this
relationship is explained by interannual variations, and not by long-
term trends. The signature of the AAO can be distinguished looking
at regional atmospheric anomalies associated with windþ and
wind- events (Figs. 4 and 5). Wind- (windþ) events are associated
with high (low) pressure anomalies centered at the Drake Passage/
southernmost Patagonia (upper panel in Figs. 4 and 5, centers of
low and high pressure anomalies are indicated with letters L and H
respectively). The configuration of pressure anomalies observed
during spring for both windþ and wind- events, with three centers
of anomalies over the mid latitudes (termed zonal wave number 3)
Fig. 2. Average annual variations of wind power (left panel, blue), solar power (middle
administrator https://cammesaweb.cammesa.com/).
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is characteristic of the AAO [80]. During autumn and winter, the
positive and negative anomalies over southern Argentina seem to
be part of an alternating pattern of pressure anomalies of opposite
sign from lower latitudes, but we did not find any significant signal
in the SSTs over subtropical nor tropical oceans (not shown), so we
think that these signals might be spurious. The associated wind
speed anomalies (lower panels in Figs. 4 and 5), nevertheless, do
not encompass the totality of wind sites. Positive (windþ) and
negative (wind-) anomalies are centered in Patagonia. But not all
sites are located there, which suggests that eventual additions of
power outside this region could diminish the impacts of deficit and
surplus events.

Solar power, on the other hand, seems to be related to ocean-
rooted climate variations in both the Pacific and Atlantic basins.
Furthermore, the relationships seem to be dominated by different
frequencies depending on the ocean basin. Regarding the Atlantic,
both the solar time series and the AMO and TSA indices show low
frequency variations or trends which result in a tendency towards
higher values in recent years. We found a negative simultaneous
correlation with the AMO index during aprilemay, and a positive
correlation during spring (Fig. 3, left column). Because of this
evident seasonal relationship, we performed the contingency table
analysis during the period augustedecember. It shows a tendency
towards a higher frequency of solarþ during the positive phase of
AMO and vice-versa (Table 4, c2 ¼ 15.12, significant at the 99.9%
confidence level). We found also positive simultaneous correlations
with the TSA index throughout the year, but stronger during winter.
The contingency table (Table 5, c2 ¼ 12.05, significant at the 99.9%
confidence level) shows a high frequency of occurrence of solarþ/
TSA þ events, and very low frequency (only 1 case) of solarþ/TSA-
events. This positive relationship is not observed for the solar-
events, and this might be due to the fact that TSA index is skewed
towards positive values (not shown). These relationships with the
Atlantic AMO and TSA indices are substantially modified after low-
frequency variations are removed from the data (right column in
Fig. 3). AMO still shows some positive correlations during winter
and spring, which are not simultaneous but lagged between 1 and 3
months; while the relationship with the TSA is lost. This means that
the relationship between the solar power time series and these
panel, yellow), and electricity demand (rightr panel, provided by the national grid
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Fig. 3. Correlation map between raw (left column) and filtered or detrended (right column) climate indices and wind and solar time series. Y-axis shows the temporal lags while X-
axis indicates the month.

Table 3
Contingency table showing the frequency of observations of wind events and AAO
phases. For each frequency, the percentage above or below the expected value is
shown between brackets.

AAOþ AAO- total

windþ 9 (�59%) 27 (þ23%) 36
wind- 27 (þ23%) 9 (�59%) 36
total 262 217
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Atlantic variability indices is partly dominated by low-frequency
variations. The correlations with El Ni~no/Southern Oscillation
(MEI), on the other hand, are not affected by the removal of low-
frequency variations. In this case, we found negative correlations
with the MEI index during autumn, winter and spring. This signal
being more intense during winter and early spring (Fig. 3). There is
a tendency towards a higher occurrence of solar þ events during
the cold phase of El Ni~no and vice-versa (Table 6, c2 ¼ 18.27, sig-
nificant at the 99.9% confidence level).



Fig. 4. Seasonal composites of anomalies of 500 hpa geopotential height (upper panel) and wind speeds (lower panel) during the occurrence of wind- events. Blue dots indicate the
location of wind sites. Centers of low and high pressure anomalies are indicated with letters L and H respectively.

Fig. 5. Seasonal composites of anomalies of 500 hpa geopotential height (upper panel) and wind speeds (lower panel) during the occurrence of wind þ events. Blue dots indicate
the location of wind sites. centers of low and high pressure anomalies are indicated with letters L and H respectively.
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Large-scale atmospheric and oceanic fields associated with solar
events shift throughout the year and evidence the features of the
oceanic indices analyzed above (Figs. 6 and 7). Solar- events are also
associated with positive SSTs anomalies in the tropical Pacific
during autumn, winter and spring; which is the signature of the
warm phase of El Ni~no/Southern Oscillation (ENSO) (row b) in
Fig. 6). Solar- events are associated with different configurations of
atmospheric circulation when observing pressure anomalies at
565
higher levels of the troposphere (250 hpa, row a)). During summer
and spring Solar- events are associated with high pressure anom-
alies positioned over eastern Patagonia. This patterns do not seem
to be part of an organized and discernible pattern of pressure
anomalies. During autumn andwinter, on the other hand, we found
a dipole of negative anomalies centered at approximately 30�and
positive anomalies over the Amundsen-Bellinghausen Sea. This
configuration is consistent with an alternating pattern of anomalies



Table 4
Contingency table showing the frequency of observations of solar events and AMO
phases. For each frequency, the percentage above or below the percentage above or
below the expected value is shown between brackets.

AMOþ AMO- total

solarþ 12 (�33%) 3 (�50%) 15
solar- 4 (�74%) 11 (þ83%) 15
total 118 81

Table 5
Contingency table showing the frequency of observations of solar events and TSA
phases. For each frequency, the percentage above or below the expected value is
shown between brackets.

TSAþ TSA- total

solarþ 35 (�28%) 1 (�88%) 36
solar- 23 (�16%) 13 (þ61%) 36
total 368 109

Table 6
Contingency table showing the frequency of observations of solar events and EL
Ni~no/Southern Oscillation phases. For each frequency, the percentage above or
below the expected value is shown between brackets.

MEIþ MEI- total

solarþ 6 (�37%) 18 (þ59%) 36
solar- 19 (þ100%) 5 (�66%) 36
total 129 153
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that propagates from the tropics (indicated with arrows) and is
excited by the warm anomalies in the central tropical Pacific
(indicated with an *). This pattern is consistent with the Pacific-
South American (PSA) pattern, see Ref. [81]. In any case, these
different configurations in the fields of pressure anomalies result in
shifts in the circulation at low levels and, hence, the flux of mois-
ture. Rows c) and d) in Fig. 6 show the Vertically Integrated Flux of
Water Vapor (VIFWV) and the Cloud Fraction. VIFWV shows
northerly anomalies during all seasons, which is consistent with
the 250 hpa configurations described above. That is, upper level
circulation anomalies seem to be increasing moisture transport
from tropical and subtropical South America into the region of in-
terest. During autumn and winter, besides, the presence of cyclonic
anomalies above and westward of the Andes range might increase
cloudiness at upper levels of the troposphere.

Solar þ events are associated with SSTs anomalies over different
regions worldwide, mainly over the Pacific and Atlantic basins.
Regarding the Pacific basin, solar þ events are related to the
negative phase of ENSO during autumn, winter and spring. That is:
cold temperature anomalies along the eastern equatorial Pacific,
and warm anomalies over western and subtropical central Pacific
(row b) in Fig. 7). During summer, this pattern is slightly different,
with warm anomalies over the eastern equatorial Pacific. Positive
SSTs anomalies are also observable over the tropical Atlantic during
summer, autumn and winter; and over the north Atlantic during
summer, winter and spring. The pressure anomalies at the upper
levels of the troposphere associated with these events are quite
different between summer and the rest of the year (row a) in Fig. 7).
Although there are negative anomalies over Patagonia during all
seasons, the broader pattern in which these anomalies are
embedded differ. During summer, negative geopotential anomalies
over Patagonia seem to be part of a west-east oriented pattern
which consists of three centers of action. It does not seem to
propagate from any particular oceanic region. During the remaining
seasons, the negative anomalies over Patagonia seem to be part of a
northwest-southeast oriented pattern (indicated with arrows)
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originating in the subtropics (indicated with an *). This pattern is
more zonally oriented during winter and spring, and resembles the
atmospheric response of the warm SSTs anomalies over the eastern
and tropical Pacific which are described above. Just as with the
solar þ events, the anomalies in the circulation at higher levels of
the troposphere result in changes in low level circulation and the
regional flux of moisture. The cyclonic gyre is evident with its
center east off Argentina's coast in the VIFWV anomalies (row c) of
Fig. 7). This gyre results in southerly VIFWV anomalies over the
country which counteract the flux of moisture from tropical and
subtropical regions of the continent, and reminds the postfrontal
meteorological configuration, which is associated with clear skies
over central Argentina. Interestingly Garreaud et al. [82] associated
a warming in a similar region of the Pacific Ocean
(162.58e152.58�W, 33e40�S) with shifts in the southern hemi-
sphere atmospheric circulation over the last two decades, and even
with drier conditions over central Chile.

4. Discussion

In this study we analyzed low frequency variations, and their
connections with large scale atmospheric and oceanic features, of
both wind and solar power over Argentina using reanalysis data.
We used MERRA2 solar radiation and wind speed data to estimate
wind and solar power time series for a 40 year period. We assessed
the occurrence of periods of above and below average wind and
solar production (termedwindþ/wind- and solarþ/solar-) using the
variable threshold method: we defined these events as the values
of both solar and wind power production time series which are
below and above 90% (Q90) for each month's distribution sepa-
rately. We found low complementarity in the occurrence of these
events; that is a higher frequency of occurrence of events of the
same sign (solarþ and windþ, solar- and wind-).

The large scale oceanic and atmospheric mechanisms behind
both the overall variability of wind and solar time series, andþ and
- events, are diverse and operate over different timescales. The
wind resource is more responsive on the AAO, which is the most
important extratropical atmospheric circulation mode of variability
in the Southern Hemisphere. This relationship is negative and
strongest during spring and summer, which is consistent with
previous findings in Ref. [68], and seems to be dominated by high
frequency interannual variations and not by long term trends. The
AAO index has a positive trend, but the sum of the output of all
wind sites has not. This may change if wind sites were individually
analyzed: in a previous study ([68]), we found positive and negative
trends in wind speeds over different areas throughout Argentina.
The stronger signal with the AAO, in comparisonwith other climate
indices such as MEI, might also result from the geographical dis-
tribution of wind sites. Most of the sites lie within central
Argentina/northern Patagonia, which is the region which shows
stronger correlations with the AAO [68].

Variations in the solar resource depend on cloudiness variations,
which seem to respond to the variability of SSTs both in the Pacific
and the Atlantic basins, according to several studies [63,65,83e85].
Although these studies focused on precipitation (and not on solar
radiation), it is likely that variations in precipitation are positively
associated with variations in cloudiness. One important caveat
when comparing previous studies with our results is that most of
these studies focused on a region denominated Southeastern South
America (SESA), which includes Paraguay, southern Brazil, eastern
Argentina and Uruguay. This region coincides with La Plata basin,
which is one of the main watersheds of South America; and the
motivation of these studies is that changes in precipitation over this
region impact important activities such as agriculture, the pro-
duction of hydroelectric energy and navigability. Rainfall or



Fig. 6. Seasonal composites of anomalies of 250 hpa geopotential height (row a)), Sea Surface Temperatures (SST row b)), Vertically Integrated Flux of Water Vapor (row c)) and
Total Cloud Fraction (row d)) during solar- events. Yellow dots indicate the location of solar sites.
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cloudiness variations and their connections in our region of interest
(Cuyo and northwestern Argentina), on the other hand, had been
poorly studied. In fact, there is a scarcity of rainfall measurements
in the region.

We found that the relationships between the solar resource and
the SSTs operate over different timescales if we consider the Pacific
or the Atlantic basins. SSTs in the Pacific seem to influence shorter-
term interannual variations, while variations over different regions
of the Atlantic (AMO and TSA indices) seem to be associated with
longer-term variations and trends. This feature was previously
observed by Seager et al. ([84]), who assessed links between pre-
cipitation over SESA and SSTs over the tropical oceans.

The examination of composites of anomalies of different oceanic
and atmospheric fields enable the formulation of inferences about
the possible physical mechanisms behind the relationships we
observed. In this sense, we found interesting differences and sim-
ilarities with previous studies which we will describe hereunder.
We found that below average solar power events are associated
with northerly anomalies of water vapor fluxes over the region of
interest throughout the year, but atmospheric and SST fields show
differences between spring-summer and autumn-winter. During
spring and summer, the low-level flux of water vapor responds to
high pressure anomalies located over Patagonia. During autumn
and winter, there seems to be an organized pattern of alternating
pressure anomalies of different sign across the Pacific with a north-
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south orientation, and that it is likely excited by the positive SST
anomalies observed over the equatorial Pacific. Above average solar
power events, on the other hand, are associated with southerly
anomalies of water vapor flux over the region of interest. These
southerly anomalies of water vapor at low levels are determined by
upper level low pressure anomalies which, in turn, seem to be part
of the large-scale atmospheric response to the cold ENSO-like
configuration of SST anomalies in the Pacific, at least during
winter and spring. Nevertheless, according to previous studies
([63]), both low-level flux of vapor and upper level circulation
anomalies could be also related to the positive SST anomalies which
are observed over north and tropical Atlantic during summer,
winter and spring.

Several authors reported relationships between variability in
the SSTs over both the Atlantic and Pacific basins and precipitation
over subtropical South America and the flux of vapor from the
tropics to the extratropics. As stated before, most studies focused
on Southeastern South America, and studied a particular feature
which is the South American Low Level Jet (SALLJ), that plays an
important role in the transportation of moisture from the Amazon
to the subtropics, specifically over the La Plata Basin (LPB). This
climatological feature has a northwest-southeast direction over
Bolivia, Paraguay and northern Argentina ([85]), and there are no
previous studies linking its variability with precipitation nor
cloudiness over northwestern Argentina or Cuyo. Regarding the



Fig. 7. Seasonal composites of anomalies of 250 hpa geopotential height (row a)), Sea Surface Temperatures (SST row b)), Vertically Integrated Flux of Water Vapor (row c)) and Total
Cloud Fraction (row d)) during solar þ events. Yellow dots indicate the location of solar sites.
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relationship between the SALLJ and the Atlantic basin, Jones and
Carvalho ([63]) found that the negative phases of AMO are associ-
ated with an intensification of the SALLJ and an enhancement of
precipitation over southern Brazil, Uruguay and northeastern
Argentina. The sign of the relationship is consistent with our
findings, but they found it to be stronger during winter while in our
case the relationship is stronger during spring and summer. These
authors also observed low (high) pressure anomalies at low levels
(850 hpa) over Uruguay during the negative (positive) phase of
AMO. We did not observe this feature during solar- nor solar þ
events. Valdes et al. ([64]) reported negative correlations between
AMO and Precipitable Water (PW) over northern Argentina,
including our regions of interest. There is not a general consensus
about the mechanisms behind the relationship between AMO an
the SALLJ. Some authors claim that the positive phase of the AMO is
associated with warming in the North Atlantic and cooling in the
equatorial Atlantic (TSA region) ([86]). So, during the positive phase
AMO, cooling of the western South Atlantic and northward
migration of the Inter Tropical Convergence Zone (ITCZ) would lead
to decreased intensity of the SALLJ along with a northward
displacement of the summer rainfall belt. The opposite would occur
during the negative phase of AMO ([87,88]). According to these
authors, this signal is strongest during austral summer. This is not
entirely consistent with our results since we found a positive
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correlation between the TSA index and solar power (Fig. 3),
meaning that somehow warmer conditions over the tropical
Atlantic are related to drier conditions (and hence, clearer skies)
over Cuyo and northwestern Argentina. Seager et al. ([84]) propose
a different mechanism which happens to be more consistent with
our results. First of all, they state that TSA and AMO indices are
positively correlated, indicating that the tropical SST anomalies
vary in phase with SST anomalies across the North Atlantic Ocean.
This can be observed in Fig. 8, which shows the correlations be-
tween all indices. AMO and TSA show positive correlations for all
seasons. These authors claim that cold tropical Atlantic SST
anomalies would lead to wet conditions in SESA. They link long
term (decadal) variations in precipitation over SESAwith variations
in SSTs over the TSA region. The mechanism which explains the
relationship between SSTs over the TSA region and precipitation
over SESA is, according to these authors, the establishment of a
north-south oriented alternating pattern of pressure anomalies
(termed Rosssby wave) in response to the tropical heating anom-
alies; resulting in high pressure anomalies over the southwest
South Atlantic Ocean at about 50�S and low pressure anomalies
over southern Brazil during cold SST anomalies. Positive (negative)
precipitation anomalies would be, in this way, related to
dynamically-induced ascent (descent). The sign and the location of
these pressure anomalies are consistent with our findings, specially



Fig. 8. Seasonal correlations between climate indices. Significant correlation coefficient are indicated with an asterisc *.
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for spring and summer during solar- events, when the PSA signal is
not so clear (see row b) in Fig. 6).

As mentioned before, interannual variability of both the
strength and frequency of the SALLJ, which is an important clima-
tological feature that drives moisture from tropical to subtropical
south America, is also modulated by the conditions in the Pacific
basin. According to Marengo et al. ([87]), Montini et al. ([85]) and
Cai et al. ([65]), during warm ENSO events, a pattern of pressure
anomalies resembling the Pacific South America (PSA) pattern is
associated with an anticyclonic circulation anomaly over eastern
Brazil and the subtropical Atlantic and a cyclonic circulation
anomaly over southwestern South America and the Pacific which
strengthens the subtropical jet stream over SESA, and hence the
southward transportation of moisture. This mechanism is strongest
during spring. We found similar circulation anomalies over the
Pacific during solar- events for autumn and winter. But we did not
find clear circulation anomalies over the Atlantic. For solarþ events,
however, we found cyclonic anomalies centered at about 40�S
matching warm SST anomalies over the equatorial Pacific during
summer, and cold SST anomalies during spring (see rows a) and c)
in Fig. 7). Anyway, the sign of the upper-tropospheric anomalies
over sub subtropical Atlantic with increased precipitation over
SESA is opposite to the configuration reported by Seager et al. for
cold Atlantic anomalies ([84]). MEI shows negative correlationwith
both TSA and AMO indices for most of the seasons (see Fig. 8), so
these two mechanisms could be reinforcing each other. In this
sense, Kayano et al. ([83]) found changing negative and positive
interactions between the TSA and ENSO in relation with precipi-
tation variations over northeastern South America during different
periods of time. The variations in low-level circulation and vapor
flux (and hence, cloudiness) we found are probably a combination
of the atmospheric response to both Atlantic and Pacific variations
in SST. Part of the differences with previous studies are likely due to
the fact that our region of interest is westward of SESA, and the role
of the SALLJ on precipitation or cloudiness variations has not been
previously studied in this region. Unlike wind sites, which show a
wide geographical distribution, solar sites are concentrated in a
smaller area (Fig. 1). Future increments in solar capacity will
certainly spread across other regions. Especially with the devel-
opment of rooftop generation. So, the large-scale atmospheric and
oceanic controls over the overall solar power production will likely
change, and it will become necessary to replicate this study for
these other regions.

5. Conclusion

In this study we assessed the occurrence of low frequency
extreme events in the availability of wind and solar resources in
Argentina; and provided a scheme of the oceanic and atmospheric
features related to these events. In a nutshell, the wind resource is
associated with a purely atmospheric extratropical feature (the
AAO), while the solar resource shows links with SSTs over the
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Atlantic (TSA and AMO) and the Pacific (MEI) basins. The study of
these kind of relationships is of crucial importance for the long
term planning and exploitation of renewable energy resources. The
frequency and severity of low frequency climatic events is
increasingly affecting not only the production of climate-
dependent sources of energy, but all kind of economical activities
and ecological processes ([89e91]). In our case, the fact that the
AAO, AMO and TSA indices show positive trends allow to infer
about the future availability of wind and solar resources.
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